Modeling the basal melting and marine ice accretion of the Amery Ice Shelf
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The basal mass balance of the Amery Ice Shelf (AIS) in East Antarctica is investigated using a numerical ocean model. The main improvements of this model over previous studies are the inclusion of frazil formation and dynamics, tides and the use of the latest estimate of the sub-ice-shelf cavity geometry. The model produces a net basal melt rate of 45.6 Gt year\(^{-1}\) (0.74 m ice year\(^{-1}\)) which is in good agreement with reviewed observations. The melting at the base of the ice shelf is primarily due to interaction with High Salinity Shelf Water created from the surface sea-ice formation in winter. The temperature difference between the coldest waters created in the open ocean and the \textit{in situ} freezing point of ocean water in contact with the deepest part of the AIS drives a melt rate that can exceed 30 m of ice year\(^{-1}\). The inclusion of frazil dynamics is shown to be important for both melting and marine ice accretion (refreezing). Frazil initially forms in the supercooled water layer adjacent to the base of the ice shelf. The net accretion of marine ice is 5.3 Gt year\(^{-1}\), comprised of 3.7 Gt year\(^{-1}\) of frazil accretion and 1.6 Gt year\(^{-1}\) of direct basal refreezing.


1. Introduction

The Amery Ice Shelf (AIS) is the major embayed ice shelf of East Antarctica (Figure 1) with an area of \(\sim 60,000 \text{ km}^2\) [Galton-Fenzi et al., 2008]. The AIS has some of the deepest Antarctic ice (~2500 m below sea level) in contact with the ocean [Fricker et al., 2000]. About 16\% of the grounded East Antarctic Ice Sheet area drains through the Lambert and other tributary glaciers [Allison, 1979]. Ice flux calculations of Yu et al. [2010] show that the Lambert-Mellar-Fisher (LMF) tributary glacial systems combine to contribute 60.5\% of the total ice mass flux into the AIS. The remaining 39.5\% of the ice flux comes from tributary basins on the east and west side of the ice shelf.

The freezing point temperature of seawater decreases with increasing pressure and therefore depth. Water masses from the open ocean can enter the AIS cavity and become warmer than the local freezing temperature by moving deeper in the water column. The deep ice (~2500 m) in contact with the ocean at the southern end of the AIS is particularly susceptible to high melt, due to the large difference between ambient ocean temperatures and the \textit{in situ} freezing point of seawater at high pressure (~3.9\(^{\circ}\)C at 34.5 psu).

The circulation associated with these processes is known as the ice-pump [Lewis, 1985]. The resulting melt-water can mix with the ambient water forming Ice Shelf Water (ISW), which is more buoyant than the ambient water and can rise under the ice shelf. The increase in the local freezing temperature may then cause the ISW to become supercooled whereupon it can freeze directly at the ice shelf base and also (more effectively) as small frazil crystals in the water column that may later accrete to the base of the ice shelf. These two re-freezing processes lead to the formation of marine ice and act to both remove the supercooling effect from the ISW and cause it to increase in salinity (see Figure 2 for detail).

Marine ice has been shown to occupy large distinct areas under the AIS [Fricker et al., 2001], mainly in the north-west region. It is thought that a large component of the reformed marine ice is due to accreted frazil [Treverrow et al., 2010]. Recent observations suggest marine ice accretion can act to ‘cement’ adjacent ice streams together, thereby enhancing the ice shelf stability [Holland et al., 2009; Craven et al., 2009]. In particular, frazil is also thought to be important to sub-ice ocean dynamics and overall glacial ice mass balance [Jenkins and Bombosch, 1995; Smedsrud and Jenkins, 2004].

Numerical modeling studies are crucial to improve our understanding of the impact of climate change on floating ice shelves and ice sheet mass balance. Determining the interactions between ice shelves and the ocean relies mainly on numerical simulations because \textit{in-situ} observations in the polar regions, particularly beneath ice shelves, are sparse.
Numerical simulations can also be used to predict the response of these mechanisms to climate change. However, most global climate models poorly resolve the continental shelf surrounding the Antarctic continent. As such, understanding the impacts of climate change on ice-ocean interaction relies on using high resolution regional models.

Three-dimensional numerical ocean models have been applied to cavities under several theoretical ice shelves [Determann and Gerdes, 1994] and more recently to simulate real world regions such as the Filchner-Ronne Ice Shelf [Gerdes et al., 1999; Jenkins and Holland, 2002; Jenkins et al., 2004; Grosfeld et al., 2001; Grosfeld and Sandhager, 2004], the Ross Ice Shelf [Holland et al., 2003] and the AIS [Williams et al., 2001, 2002]. The physics describing the basal heat and freshwater fluxes are largely understood and can be reasonably well characterized [e.g., Hellmer and Olbers, 1989; Grosfeld et al., 1997; Holland and Jenkins, 1999]. However, frazil dynamics remains a complication to the processes of marine ice formation and the effect of the thermohaline circulation that occurs beneath ice shelves.

The dynamics of ISW plumes have been the focus of many specialized modeling studies [e.g., MacAyeal, 1985; Hellmer and Olbers, 1989; Jenkins, 1991]. Frazil dynamics in ISW plumes have been studied in one-dimensional averaged models by Jenkins and Bombošch [1995] and Smedsrud and Jenkins [2004] and most recently in two-dimensions by Holland and Feltham [2005]. However, these models are deficient for two reasons: firstly the path that each plume follows must be known beforehand to determine the pressure at the ice shelf base; and secondly the plume is introduced between the ambient fluid and the ice shelf base and so must stay in contact with the base of the ice shelf.

This paper presents results of a new model of the circulation beneath the AIS and processes that provides improved model-derived estimates of the mass balance of the AIS, and demonstrates the importance of frazil processes. The paper is arranged as follows: section 2 reviews recent observational estimates of the mass balance of the AIS; section 3 describes the model formulation and experiments; section 4 presents results and evaluates the ability of the model to reproduce the magnitude and spatial patterns of basal melting and freezing on the underside of the AIS, and section 5 presents the results of the experiments that test the impact of including a dynamic frazil model. Conclusions are presented in section 6.

2. Review of Amery Basal Mass Balance Estimates

An important aspect of this study is the comparison between the estimates of the basal melting and freezing derived from the ocean modeling and those inferred from other studies of the mass balance of the AIS. We briefly discuss the widely varying estimates of net basal mass loss from published glaciological and oceanographic analyses, before presenting the results from our main reference simulation and comparing them with previous modeling studies.

The major components of ice shelf mass balance are the flux of ice entering from the grounded ice sheet, snowfall and ablation on the upper surface, basal melting and freezing, and the calving of icebergs. The AIS is assumed to be in approximate mass balance [King et al., 2009; Allison, 1979]. However, two recent glaciological studies of AIS mass balance provide three conflicting estimates of the net basal ice loss: 51.5 ± 9.6 Gt yr\(^{-1}\) and 46.4 ± 6.9 Gt yr\(^{-1}\) (inferred using two different methods in Wen et al. [2010]) and 27 ± 7 Gt yr\(^{-1}\) [Yu et al., 2010]. The values of 51.5 ± 9.6 Gt yr\(^{-1}\) [Wen et al., 2010] and 27 ± 7 Gt yr\(^{-1}\) [Yu et al., 2010] were derived using similar values for net accumulation over the AIS and for losses via iceberg calving. The estimate of ice flux across the AIS grounding line in Wen et al. [2010], based on that from Wen et al. [2008], is considerably different from the ice flux used in Yu et al. [2010]. These flux estimates are based on the same ice shelf/sheet horizontal velocity data, so the differences arise from the ways ice thicknesses at the AIS grounding line are estimated. The major mass balance components of the AIS from the flux estimates are summarized in Table 1.

The remaining value from Wen et al. [2010] (46.4 ± 6.9 Gt yr\(^{-1}\)) is an estimate of the net basal mass loss which comes from a gridded computation of ice flux divergences over the AIS, as the difference between the total basal
Table 1. Recent Estimates of the Various Mass Balance Components (in Gt year\(^{-1}\)) for the AIS

<table>
<thead>
<tr>
<th>Component</th>
<th>Wen et al.</th>
<th>Yu et al. [2010]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net accum. on ice sheet ((A_S))</td>
<td>84.8 ± 4.2 (^{b})</td>
<td>87.2 ± 2.9</td>
</tr>
<tr>
<td>Ice flux across GL ((F))</td>
<td>88.9 ± 8.9 (^{b})</td>
<td>64.2 ± 3.2</td>
</tr>
<tr>
<td>Catchment mass balance ((A_c-F))</td>
<td>–4.2 ± 9.8 (^{b})</td>
<td>22.9 ± 4.4</td>
</tr>
<tr>
<td>Net accum. on AIS ((A_{ais}))</td>
<td>9.8 ± 1.0 (^{d})</td>
<td>10.8 ± 1.0 (^{e})</td>
</tr>
<tr>
<td>Calving rate (C)</td>
<td>47.2 ± 3.6 (^{d})</td>
<td>48 ± 4.5</td>
</tr>
<tr>
<td>Inferred basal melt ((F + A_{ais-C}))</td>
<td>51.5 ± 9.6 (^{d})</td>
<td>27 ± 7</td>
</tr>
</tbody>
</table>

\(^{a}\) Catchment mass balance is calculated as the difference between the net accumulation over the catchment area of the ice sheet (\(A_S\)) from the ice flux (\(F\)) across the Grounding Line (GL). Net basal melt is the difference between the sum of \(F\) and the AIS accumulation (\(A_{ais}\)) and the calving rate (C).

\(^{b}\)From Vaughan et al. [1998].

\(^{c}\)From Vaughan et al. [1999].

\(^{d}\)From Wen et al. [2008].

\(^{e}\)From Wen et al. [2010].

\(^{f}\)Modified version from Giovinetto and Zwally [2000].

\[^{g}\]From Vaughan et al. [1999].
to the density contrast between water without frazil overlying water with frazil.

3. The Amery Ice Shelf Ocean Model

[16] The three-dimensional Regional Ocean Modeling System (ROMS) is a finite-difference implementation of the Reynolds-averaged Navier-Stokes equations, under the hydrostatic and Boussinesq assumptions, using a split-explicit time-stepping scheme requiring special treatment and coupling between barotropic (fast) and baroclinic (slow) modes [Shchepetkin and McWilliams, 2005]. ROMS has a free surface and uses a terrain-following vertical s-coordinate system controlled by the applied surface pressure, which has been adapted [Dinniman et al., 2003] to allow the coordinates to follow the ice shelf draft (see Figure 3b). The model domain (Figure 3) covers the AIS and Prydz Bay, extending to an open northern boundary at 66°S at its northernmost extent. The coast and AIS grounding line of the model is a closed free slip wall and the straight eastern and western boundaries are open to the ocean but are otherwise closed. The horizontal grid is an orthogonal polar projection that was
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**Figure 3.** (a) Horizontal grid showing every second grid cell. Resolution is 3.1 km at the southern boundary and 6.9 km at the northern boundary. (b) Vertical profile along the channel centerline showing the spacing of the 16 vertical layers.
developed to minimize wasted cells due to land masking, especially to the south. The horizontal grid resolution ranges from ∼3 km near the southern boundary to ∼7 km near the northern boundary.

There are 16 vertical levels that are concentrated towards the top and bottom of the model domain (see Figure 3). The thickness of the top model layer ranges from 0.72 m over the shallows to 28.69 m over the deep ocean. The interpolated geometry (bathymetry and ice draft) [Galton-Fenzi et al., 2012, 2008; Maraldi et al., 2007] represents a significant advance over previous modeling studies of the region [Williams et al., 2001, 2002; Hemer et al., 2006]. The bathymetry was smoothed with a modified Shapiro filter that was designed to selectively smooth areas where the changes in bathymetry are large with respect to the total depth [Wilkin and Heddström, 1998]. A similar filter was used for the ice draft. Most of the smoothing was on the sea floor and there was less smoothing required for the ice draft and over the shelf break. The mean modulus of the slope over the entire model domain was reduced from 1.1% to 0.9%.

The choice of mixing and advection schemes follows the choices that were used by Dinniman et al. [2003, 2007] for studies of the shelf seas near the Ross Ice Shelf. The Laplacian horizontal mixing of tracers uses a diffusivity of 5 m² s⁻¹. A background value (100 m² s⁻¹) of explicit horizontal momentum mixing was required for stability. Quadratic boundary stress, with a coefficient of 2.5 × 10⁻³ (non-dimensional), was applied as a body force over the bottom layer and that part of the surface layer in contact with the ice shelf. The vertical momentum and tracer mixing used the K profile parametrization (KPP) mixing scheme [Large et al., 1994], including the use of a surface mixed layer.

The initial conditions of the seawater properties are horizontally-uniform temperature and salinity with a vertical profile that increases linearly from 34.35 psu at the surface to 34.65 psu at the bottom, and a temperature that decreases linearly from -1.85°C at the surface freezing point to -2.05°C at the bottom. The model uses 300 seconds for the baroclinic time-step and 7.5 seconds for the barotropic time-step.

The melting and freezing formulation uses the full three-equation formulation outlined in Hellmer and Olbers [1989] and Holland and Jenkins [1999]. The frazil formation part of the model is based on the plume model of Holland and Feltham [2005, 2006], with differences due to the application in a three-dimensional ocean model and allowing for the growth of frazil in saltwater (outlined in Appendix A). ROMS allows for the addition of extra tracers and then treats the advection and diffusion of frazil. Five frazil size classes with diameters of 0.1, 0.3, 0.6, 0.8 and 1.0 mm are used. All experiments are initialized with a zero concentration of frazil. Supercooled water is seeded with small concentrations of frazil equally across all size classes. The growth rate is scaled to consider the effects of salt exchange, which is an advance on previous studies [e.g., Holland and Feltham, 2006].

The frazil rise velocity is calculated using a piecewise continuous function (Appendix A, equation (A14)) [Morse and Richard, 2009]. Preliminary studies showed the stability limits imposed on the frazil growth (melt) rate (i.e., not to exceed the amount of supercooling (heating) during a single time-step) are important only during the initial spin-up of the model, otherwise the frazil model behaves dynamically and allows interactions between size classes to occur within the model time-step. To minimize the shock of high frazil growth during the initial spin-up stage, the frazil growth rate was ramped up over one year.

Room temperature at the formation of ice in polynyas is considered to be very important in the creation of dense water that can drain underneath the ice shelf, melting the underside. The dense water that is created as a result of these processes also has the potential to lead to the production of Antarctic Bottom Water [Williams et al., 2008]. The response of the ocean to coastal polynyas has been investigated using ocean models that include sea-ice dynamics [Marsland et al., 2004; Stössel et al., 2007]. Recent modeling highlights the importance of small scale features, such as grounded icebergs that aid the formation of polynyas, leading to localized enhanced dense water production [Kusahara et al., 2010]. Coastal polynyas and icebergs are of critical importance to the production of dense water but are often poorly resolved or are not parameterized in models.

As such, for the purpose of this study, open ocean boundary conditions are prescribed surface fluxes based on ice concentrations from a climatology derived model using Special Sensor Microwave Imager (SSM/I) [Tamura et al., 2008] observations [Tamura et al., 2008] (e.g., see Figure 4). These estimates are useful during the time of active sea-ice growth and represent the brine formation from polynyas especially well. The surface salt flux in Tamura et al. [2008] is calculated from the estimated ice production rates over the freezing period from March to October by assuming that all of the heat loss at the surface is used for ice formation. The ice production rate is converted to a surface salinity flux: an annual ice production of 1 m corresponds to salinity flux of 21.7 kg m⁻² year⁻¹, assuming a water and thin ice salinity of 35 and 10.85 psu, respectively [Martin and Kauffman, 1981]. During summer, the Tamura et al. [2008] data are supplemented with open-water heat and salt fluxes using monthly climatologies from NCEP-2 [Kanamitsu et al., 2002].
[24] The timing of the maximum heat flux in winter is closely associated with the maximum wind strength computed from NCEP-2 fields. A wintertime snapshot of the ocean region not covered by ice shelves shows the strongest heat fluxes occur at the Cape Darnley, the Mackenzie and Barrier polynyas, located within the domain of the model (see Figure 4). The Cape Darnley and Barrier polynyas may be enhanced by the position of blocking grounded icebergs in the region. Together, these three polynyas produce a volume of ice comparable to the Ross polynya [Tamura et al., 2008]. Note that the Cape Darnley polynya (181 ± 19 km$^3$) is the second most productive polynya around Antarctica, the Barrier (80 ± 19 km$^3$) is seventh and the Mackenzie (68.2 ± 5.8 km$^3$) is tenth [Tamura et al., 2008].

[25] Lateral ocean boundaries for tracers and horizontal velocities in the model are relaxed to climatology from the ECCO2 model [Menemenlis et al., 2008; Wunsch et al., 2009]. Lateral boundary fields (potential temperature, salinity and currents) on the open boundaries are relaxed to monthly climatologies. The time scales of the linear relaxation are 30 and 2 days for inward and outward advection velocities, respectively. Frazil concentrations are relaxed to zero concentration over 10 days, which prevents unwanted frazil from building up within the model domain. No sponge layer, or region of increased horizontal viscosity near the open boundaries, was used. ECCO2, which is a data assimilating global model with realistic air-sea interactions and sea-ice processes, has been used in a form to simulate the circum-Antarctic ice shelves [Losch, 2008].

[26] Recent studies have highlighted the importance of tides on the basal melting of ice shelves [e.g., Mueller et al., 2012]. The tidal amplitudes and phases are calculated using a non-standard ROMS subroutine based on tidal information from the National Oceanography Centre (NOC), Liverpool [Murray, 1964] and modified to be included within ROMS, yielding a standard tidal prediction. The combination Fletter/Chapman sea surface elevation conditions were used with the barotropic tidal currents added to the boundary currents.

[27] The decay times of initial transients in ice shelf-ocean modeling studies are varied. Published descriptions of model spin-up procedures often lack sufficient detail to reveal the rate of the convergence of the solution. Simplified studies by Holland et al. [2008] use 10 years as spin-up time. Models of the open ocean region of the Ross Sea have used 5 years spin-up time [Dinniman et al., 2007]. Realistic ice shelf-ocean interaction studies use 10 years as an appropriate spin-up time [e.g., Darelius et al., 2009; Holland, 2001].

[28] During model spin-up, bulk measures, such as basin-averaged kinetic energy, are common methods to monitor the approach of the model simulation to an approximate steady state. The average time history of kinetic energy (Figure 5) shows that the model has reached approximate steady state after about 4 years of integration, in agreement with modeling studies by Dinniman et al. [2007] using ROMS with similar grid resolution and boundary forcing characteristics.

[29] However, because the model used here is primarily designed to investigate ice-ocean interactions, diagnosing the appropriate integration timescale should also include an analysis of the evolution of the tracer fields. The time history evolution of the ocean heat content ($H_C$) over time is given as,

$$H_C = \sum_{i,j,k} \Delta V_{ijk} T_{ijk}^K c_p \rho_{ijk}$$

where $\Delta V$ is the tracer control volume, $T^K$ is the temperature in °K, $c_p$ is the specific heat capacity of polar seawater (3974 J kg$^{-1}$ °K$^{-1}$) and $\rho$ is the density (kg m$^{-3}$) for each cell, $i, j$ and $k$.

[30] Figure 5b shows the time history of heat content for the total model relative to the initial heat content. The open ocean quickly adjusts to the boundary conditions. The
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**Figure 5.** Time histories of (a) the average model kinetic energy and (b) the change in heat content for the ocean cavity beneath the AIS. The large variability (grey) is predominantly due to tidal oscillations. The time history also shows a strong seasonal cycle and inter-annual variability (black line). The grey dots are 4.2 hourly model output and the black line is a smoothed version using a 30 day moving average. Between 10 and 20 years there is still a slight increase in the total heat content beneath the ice shelf of $2.4 \times 10^{17}$ J year$^{-1}$.
evolution to steady state in the total model heat content suggests that the tracers reach approximate steady state at about the same time scale as the kinetic energy, i.e., after about 5 years. The dominant mechanism driving changes in the ocean heat content is primarily correlated with the tidal oscillations. As the prescribed heat transfer primarily depends on the velocity of the water adjacent to the base of the ice shelf, tidal currents enhance the melting/freezing

**Figure 6.** (a) The annual averaged pattern of melting (positive; m ice year$^{-1}$) and freezing (negative) superimposed with depth average currents, and (b) the melt rate from Figure 6a plotted against ice draft thickness. Crosses in Figure 6a are the borehole locations shown in Figure 1.
rates, leading to the large fluctuations in ocean heat content associated with the spring/neap tides (seen as the grey line in Figure 5b). Closer examination shows that the influence of the seasonal cycle is strongest beneath the ice shelf near the front and diminishes with distance towards the southernmost part of the cavity (not shown). However, the residence time of seawater in the cavities beneath ice shelves is also important when considering the spin-up of an ice shelf ocean model. As such, simulations presented here cover a period of 20 years. Analyses are performed on monthly averages of the final 3 years of model output. Within the context of the paper, time scales shorter than one month are not considered.

3.1. Experiments

[31] Two model simulations are presented that were designed to assess the impact of frazil dynamics on marine ice accretion and ISW production in the vicinity of the AIS:

[32] 1. “Reference”: the reference simulation uses the most sophisticated treatment of both the basal ice-ocean thermodynamics and frazil dynamics.

[33] 2. “Without Frazil”: as for the reference simulation but without frazil dynamics.

4. Results and Discussion

4.1. Basal Melt and Marine Ice Accretion

[34] The annual averaged net loss of ice due to basal melting from the reference model is \(\sim 45.6 \text{ Gt year}^{-1}\). The simulated net mass loss lies well within the uncertainty of the glaciological estimate of \(27 \pm 7 - 51.5 \pm 9.6 \text{ Gt year}^{-1}\). The annual averaged spatial pattern of melting and freezing for the reference simulation is shown in Figure 6. The freeze rates are the sum of the contributions from both direct basal refreezing and frazil accretion. Areas of melting occur primarily along the east and south of the AIS and areas of refreezing primarily occur along the western side of the ice shelf, consistent with our understanding of the circulation patterns beneath the AIS. The observed model inflow in the east of the model domain causes areas of melting adjacent to Gillock Island that corresponds to a rise of the sea floor. The strongest regions of freezing are located in regions where the ice draft contains hollows, such as north and east of the Budd Ice Rumples, near Jetty Peninsula and near to the outflow region of the ice shelf (see Figure 1 for locations).

[35] The melting rate for each model cell beneath the AIS is shown in Figure 6b and shows that the strongest melt occurs where the ice is deepest. The maximum amount of melt that occurs in this region exceeds \(30 \text{ m ice year}^{-1}\). A comparison of the model melt/freeze with observational estimates is shown in Table 2. The model results are in strong agreement with a study of local basal melting and freezing rates, using glaciological flux gate estimates, that show the mean melting rate near the southern grounding line is \(23.5 \pm 3.5 \text{ m ice year}^{-1}\) [Wen et al., 2007]. The Wen et al. [2007] study also showed that melting decreased rapidly downstream, and transitioned to refreezing at around 300 km from the southern extremity of the AIS, in agreement with the reference model results. Refreezing rates along the Mellor, Lambert and Fisher flowbands ranged from \(0.5 \pm 0.2 - 1.5 \pm 0.2 \text{ m ice year}^{-1}\). Estimates based on flux gate calculations yielded average melt rates of \(31 \pm 5 \text{ m ice year}^{-1}\) in the region near the southern grounding line [Rignot and Jacobs, 2002; Rignot, 2002]. Recent results from direct observations showed that local freezing between Jetty Peninsula and in-situ borehole AM04 are an average of \(\sim 1.3 \pm 0.2 \text{ m ice year}^{-1}\) to account for the amount of marine ice encountered at borehole AM04 [Craven et al., 2009]. Similarly, the average rate of accretion between boreholes AM04 and AM01 that is required to account for the observed marine ice at AM01 was found to be \(\sim 1.1 \pm 0.2 \text{ m ice year}^{-1}\) [Craven et al., 2009].

[36] The area of refreezing to the south of the Budd Ice Rumples against the western model boundary does not exist in the observations of marine ice thickness [Fricker et al., 2001]. East-west cross sections of the ice draft across the refreezing zone (not shown) indicate that the ice draft shoals towards the western boundary. This would mean that ISW, flowing along the underside of the western boundary, can become supercooled as it rises into the shallow part of the ice draft, causing refreezing to occur. The shallowing in the ice draft along the western boundary is likely due to the grounding line position being misplaced too far west in the interpolation of the ice draft. Future studies should investigate the robustness of the results presented here to grounding line placement and/or ice draft values. It has been shown that the reference model’s ability to simulate the net basal mass loss rates and local estimates of melting and freezing compare favorably with the available observations.

[37] The ability to simulate marine ice thickness, in rough agreement with observations, is a strong test of a model’s ability to simulate the basal melting and freezing rates [Holland, 2002]. The thickness of the marine-ice layer is estimated here by utilizing the total thickness, horizontal flow field and basal accumulation rate. This technique, based on the principle of conservation of mass, has been previously described by Budd et al. [1982], and applied to Antarctic ice shelves [e.g., Determann, 1991; Williams et al., 2001] and simplified studies [Holland, 2002].

[38] Glaciological derived estimates of velocity and strain thinning from Young and Hyland [2002] are used to calculate the marine ice accretion along a flowline. The flowline

<table>
<thead>
<tr>
<th>Study</th>
<th>Method</th>
<th>Rate (m ice year(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference model</td>
<td>Modeling</td>
<td>23 (32)</td>
</tr>
<tr>
<td>Wen et al. [2010]</td>
<td>Flux boxes</td>
<td>25.0 ± 4.0</td>
</tr>
<tr>
<td>Yu et al. [2010]</td>
<td>Flux gates</td>
<td>10.4 ± 2.6</td>
</tr>
<tr>
<td>Wen et al. [2007]</td>
<td>Flux boxes</td>
<td>23.5 ± 3.5</td>
</tr>
<tr>
<td>Rignot and Jacobs [2002]</td>
<td>Flux gates</td>
<td>31 ± 5</td>
</tr>
</tbody>
</table>

\(^a\)The model values are an area average with size similar to that used in observational studies. The bracketed values are the highest rates observed in the region.

\(^b\)The maximum refreezing is calculated between Jetty Peninsula and AM05.
Comparing the Observed and Simulated Annual Averages of Freshwater Flux (FWF), Net Basal Mass Loss (BML) From Ocean

used for the comparison is shown in Figure 1 as the dashed line, originating at Jetty Peninsula (JP) (see Figure 1) and passing through boreholes AM05, AM04 and AM01. The southernmost point along the flowline where the ice shelf shows zero ice accretion is at JP and was used as the starting point for the integration. Note that at AM05 measurements of the thickness of the marine ice layer were not made due to equipment problems. Marine ice thickness measurements were made at the two remaining boreholes (AM04 and AM01) that lie along approximately the same ice shelf flowline, which allows direct observations of marine ice thickness to evaluate the integration. The direct observations of marine ice thickness were converted to a consolidated ice equivalent using the appropriate marine ice porosity for each site as reported in Craven et al. [2009]. The marine ice thickness along the flowline from Fricker et al. [2001] (with estimated uncertainties of ±30 m), are also compared with both the direct observations and the reference model results.

The marine ice thickness estimates along the flowline, derived from the model’s pattern of basal melting and freezing, are shown in Figure 7. The majority of the marine ice accretion is due to the precipitation of frazil. Generally, the reference model deposits marine ice closer to the Budd Ice Rumples than is suggested by the marine ice map of Fricker et al. [2001]. At AM04, the reference model shows marine ice thicknesses comparable to both the estimates from remote sensing and direct observation. At AM01, the reference model shows ~80 m of marine ice compared to ~141 ± 30 m of ice from Fricker et al. [2001] and a solid ice equivalent of 187 ± 16 m of consolidated ice from the borehole measurements.

As the ice shelf flowlines run roughly parallel with the direction of the frazil laden ISW, most of the offset can be explained by frazil being deposited from the water column about 40–50 km too far south along the flowline, suggesting slight premature settling of frazil from the ISW plume. Even considering this offset, the model still underestimates the marine ice at AM01 by about 50 m. However, it is remarkable that a frazil model with 5 frazil size classes can lead to approximately the observed spatial pattern and magnitude of accretion. The low deposition at the northern part of the flowline is likely due to the model’s inability to model the flow within porous marine ice. Observations have shown that up to 100 m of the lower part of the marine ice beneath the AIS may be in hydraulic connection with the ocean and is also much rougher than in regions of melt [Craven et al., 2009].

The results from the reference experiment are summarized in Table 3 and compared with previous modeling studies and the observations. In previous modeling studies, the simplest model used several two-dimensional overturning configurations representative of the AIS cavity [Hellmer and Jacobs, 1992]. Results from that study indicated a mean melting rate of 0.65 m ice year⁻¹, equal to the removal of 23 Gt year⁻¹ of basal ice using the much smaller ice shelf area utilized in their model. Williams et al. [2001] used a three-dimensional numerical ocean model to simulate the ocean cavity beneath the AIS with two different boundary conditions for the barotropic flow at the ice front. The two simulations gave total basalt melt rates of 5.8 Gt year⁻¹ and 18.0 Gt year⁻¹, respectively. Both models showed basal freezing of several Gt year⁻¹.

Table 3. Comparing the Observed and Simulated Annual Averages of Freshwater Flux (FWF), Net Basal Mass Loss (BML) From Ocean Models Used to Simulate the Cavity Beneath the AIS

<table>
<thead>
<tr>
<th>Study</th>
<th>Area (× 10⁵ km²)</th>
<th>Basal Melt Rate (m ice year⁻¹)</th>
<th>FWF (mSv)</th>
<th>BML (Gt year⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Model</td>
<td>6.2</td>
<td>0.74</td>
<td>1.45</td>
<td>45.6</td>
</tr>
<tr>
<td>Hellmer and Jacobs [1992]</td>
<td>3.5</td>
<td>0.65</td>
<td>0.73</td>
<td>23</td>
</tr>
<tr>
<td>Williams et al. [2001]</td>
<td>5.6</td>
<td>0.11–0.35</td>
<td>0.20–0.62</td>
<td>5.8–18</td>
</tr>
<tr>
<td>Hellmer [2004]</td>
<td>5.6</td>
<td>0.35</td>
<td>0.55</td>
<td>17.65</td>
</tr>
<tr>
<td>Glaciological observations³</td>
<td>5.6</td>
<td>0.5–1.0</td>
<td>0.8–1.6</td>
<td>27–51.5</td>
</tr>
<tr>
<td>Oceanographic observations³</td>
<td>6.0</td>
<td>0.7</td>
<td>1.5</td>
<td>46</td>
</tr>
</tbody>
</table>

³An ice density of 916 kg m⁻³ is assumed, except for Hellmer [2004] where 917 kg m⁻³ was used. 1 milliSverdrup (mSv) = 1000 m³ s⁻¹.

⁴Results are from a circumpolar Antarctic ocean model.

⁵Range from Yu et al. [2010] and Wen et al. [2010].

⁶Leffane (unpublished; from 2000/01 Aurora Australis cruise data).
These previous simulations varied widely from our reference simulation on the choice of model type, cavity geometries, and forcing fields. The models are all similar in as much as the ice-ocean boundary conditions are variations of the three-equation basal ice-ocean boundary conditions outlined in Appendix A. In all cases, net basal mass loss estimates from previous models are much lower than suggested by the observations. The good performance of the reference model is attributed to improved cavity geometry, the inclusion of realistic seasonally varying boundary conditions, and the inclusion of both frazil and tides.

4.2. Oceanic Circulation and Water Masses

The AIS basal melt/freeze is controlled by the oceanic temperature and salinity. The distribution of $\theta$ and $S$ below 200 m is shown in Figure 8. The plot shows every second cell from the model for the open ocean (squares) and the ocean cavity (circles). The profiles of $\theta$ and $S$ in the AIS cavity follow a classic melt/freeze dilution line, first proposed by Gade [1979] and here called the ‘Gade Line’. The dashed line assumes no heat is required for warming the glacial ice to the local freezing point before melting can occur and the solid line assumes that the glacial ice is first warmed (from $\sim 20^\circ$C) to the local freezing point before it is melted. The water masses driving the melting at the deepest parts of the ocean cavity beneath the AIS originate from winter sea-ice formation processes. The Gade Line relationship between $\theta - S$ shows that those waters are saltier than the waters that drive melting at the shallower parts of the cavity.

The general summertime circulation seen in the model agrees with the results of previously published work. Figure 9 shows the spatial patterns of model horizontal currents and $\theta$ (left panels) and $S$ (right panels) for the s-layer below the surface layer (top panels) and the bottom s-layer (bottom panels). The large-scale circulation in Prydz Bay is characterized by a strong inflow of MCDW into Prydz Bay from the eastward flowing offshore current [Nunes Vaz and Lennon, 1996]. A narrow westward flow along the continental shelf break has also been observed [Wong et al., 1998] and offshore, just to the north of the shelf break is characterized by eastward flow, which has been associated with the southern extent of the Antarctic Circumpolar Current [Wong et al., 1998; Meijers et al., 2010].

MCDW is recirculated across the front of the AIS as part of the Prydz Bay gyre. The subsurface layer shows that ISW is following the coastline, in agreement with measurements made during the BROKE-west survey that showed a signal of outflowing ISW to the western side of the Prydz depression [Meijers et al., 2010]. The water exiting the model domain to the west occurs in two regions: 1) along the coast, as a coastal current; and 2) as a strong current along the continental slope, after exiting from the Prydz Bay channel. The coastal current exits the model domain carrying HSSW that has been modified by the ISW outflow.

The dominant circulation beneath the AIS ($\sim 10$ cm s$^{-1}$) is a clockwise buoyancy driven circulation pattern primarily characterized by inflowing HSSW during wintertime and the outflow of ISW, linked by two stable and seasonally
persistent recirculation features, one in the region to the northwest of Gillock Island and the other to the southeast of the Budd Ice Rumples. The main inflow of HSSW is near the center of the front of the AIS, near the Loose Tooth region (see Figure 1 for location) [Fricker et al., 2005], and comprises water that is recirculated from within the Prydz Bay gyre and the coastal current. A weaker inflow region also occurs in the east that combines with the main inflow site and is driven against the east boundary leading to strong basal melting, along the eastern side of the AIS. A third variable recirculation feature is seen in the northwest most region of the AIS and is present during summer and

Figure 9. (left) Summertime potential temperature (θ°C) and (right) salinity (S psu) for (a, b) the s-layer below the surface layer and (c, d) the bottom layers. Currents in these layers are also shown. Glacier flowlines and the calving front are indicated by the thin grey lines.
influences both outflowing ISW and brings warmer waters into contact with the front part of the AIS (see section 4.4).

The outflowing ISW, which originates from deep in the AIS cavity, is primarily trapped against the western boundary as it flows towards the open ocean. During winter the outflowing ISW bifurcates approximately 100 km from the open ocean, leading to two plumes of ISW, that rejoin in Prydz Bay when encountering the coastal current that flows across the front of the AIS. The coherent plumes of ISW are laden with frazil at concentrations as high as $C24_{10^{-8}}$ kg m$^{-3}$. The circulation in the bottom layer shows a recirculation feature that is constrained by the position of the Budd Ice Rumples (see Figure 1 for location). The upper layer shows that the northward flowing ISW is not connected with the bottom flow and is diverted to the west of the Budd Ice Rumples before again continuing northward along the western boundary.

### 4.3. The Effect of Frazil on Ice Shelf Mass Balance

To test the impact of frazil on the circulation and mass balance of the AIS, a comparison between the reference experiment (with frazil) and an experiment without frazil, is presented in this section. The basal melt rates can be indirectly affected by the presence of frazil due to modification of the water properties, particularly the temperature. The net melting rate in the reference model (with frazil) is 5.3 Gt year$^{-1}$ lower than the model without frazil. The reference model has much higher rate of freezing than the model without frazil (see Table 4). The rate of marine ice accretion in the reference model is much lower than that of Wen et al. [2010] but in near agreement with an independent estimate (details to be presented elsewhere) of marine ice accretion. The latter estimate was calculated from the peak integrated flux of marine ice, using ice shelf velocities [Young and Hyland, 2002] and marine ice thicknesses [Fricker et al., 2001] and indicates a freezing rate of about 5 Gt year$^{-1}$.

The lower melting rate in the reference model simulations is attributed to the strong difference in the basal melting and freezing patterns (see Figure 10). The water masses that enter beneath the cavity in both the reference

<table>
<thead>
<tr>
<th>Model</th>
<th>Net</th>
<th>Melt</th>
<th>Freeze</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>45.6</td>
<td>50.9</td>
<td>5.3</td>
</tr>
<tr>
<td>Without Frazil</td>
<td>50.9</td>
<td>53.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Flux estimates$^b$</td>
<td>27–51.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Grid-based estimate$^c$</td>
<td>46.4 ± 6.9</td>
<td>62.5 ± 9.3</td>
<td>16.1 ± 2.4</td>
</tr>
<tr>
<td>Marine ice flux$^d$</td>
<td>-</td>
<td>-</td>
<td>~5</td>
</tr>
</tbody>
</table>

$^a$Net = Melt-Freeze (Gt year$^{-1}$). The total refreezing for the reference experiment is comprised of 1.64 Gt year$^{-1}$ of direct basal refreezing and 3.62 Gt year$^{-1}$ of frazil accretion.

$^b$From Wen et al. [2010] and Yu et al. [2010].

$^c$From Wen et al. [2010].

$^d$As described in the text.

Figure 10. The effect of including frazil on (a) basal melting and (b) freezing (m ice year$^{-1}$) on the underside of the AIS from the differences between the reference model and the model without frazil dynamics. The colors should be interpreted as positive indicates the reference model melts more than the model without frazil (Figure 10a) and positive indicates the reference model has higher rates of accretion than the model without frazil (Figure 10b). Crosses indicate the borehole locations shown in Figure 1.
model and the model without frazil have about the same amount of heat. The lower melting rate shown in the reference model is attributed to the enhanced vertical mixing of supercooled water with the ambient water due to the associated brine rejection process associated with frazil formation. Consequently, the water masses that reach the deeper parts of the cavity under gravity are slightly cooler than the same water masses in the model without frazil due to vertical entrainment processes. The reduction that this effect has on the basal melting processes is shown in Figure 10a. The model without frazil has higher rates of melting near the southernmost parts of the AIS.

The growth of frazil increases the salinity of the ocean which can act to destabilize the ISW plume, as the frazil precipitates from the ocean. Frazil is a much more efficient method of removing supercooling and so the reference model produces ISW that is saltier and warmer than the model without frazil. The model without frazil shows a spreading plume of ISW that covers a larger area at the base of the AIS, which also acts to insulate the cavity from the melting effects near the front.

4.4. Seasonal Variability of Melt/Freeze and Circulation

The area-averaged seasonal cycle of net basal melt rate is shown in Figure 11. The net melt rate exhibits a strong seasonal cycle with the highest mean rates, of \( \sim 0.8 \text{ m ice year}^{-1} \), occurring in July. The high variability in the area-averaged melt rate of \( \sim \pm 0.1 \text{ m ice year}^{-1} \), shown by the grey dots, is due to (aliased) tidal oscillations.

Figure 12 shows the melt/freeze standard deviation and velocity variance ellipses, indicative of the seasonal variability. Beneath the ice shelf, a strong seasonal cycle is a characteristic of the model and is stronger towards the open ocean. The western boundary current of ISW (lighter colors) is a stable feature on seasonal time scales. The variability of the basal melt rates is \( \sim \pm 2 \text{ m ice year}^{-1} \) in regions along the front of the AIS and at regions along the eastern boundary. The major variability in the currents occurs beneath the ice shelf within 100 km of the open ocean. Borehole sites AM01 and AM02 are within the region of high current variability, which is reflected in the seasonal cycles of temperature and salinity, compared to borehole sites AM03 and AM04.

The AM01 borehole is located at a region of primarily inflowing waters that exhibit high seasonal variability (black ellipses). Potential temperatures and salinities in the ice shelf cavity are roughly out of phase over a seasonal cycle at AM01 and AM02, with temperature falling as salinity rises, and vice versa. This is an indicator that inflow of HSSW dominates the average properties of the ocean near the front of the AIS, which forms in large quantities in the regions of both the Mackenzie and Barrier polynyas. The water masses beneath the AIS are rarely warmer than the surface freezing point. HSSW is the main water mass that drives melting of the deep ice in the southern region of the AIS. Although the less dense water masses do not penetrate far into the cavity, a large proportion of the cavity volume lies close to the ice front where seasonal variations are strong. Near the front of the ice shelf, exchange with the open ocean also occurs during the summer months when the average temperature of the cavity rises and the average salinity falls. This reflects the mixture of Low Salinity Shelf Water (LSSW), MCDW and some surface water that enters the cavity along with HSSW during the summer period. Preliminary analysis of the measurements made from the instrumented boreholes at AM01 and AM02 show the largest seasonal cycles in both potential temperature and salinity [Rosenberg, 2006]. Future analysis will focus on the synthesis of the instrumented borehole measurements and the connections of actual
oceanographic data and model output will be addressed elsewhere.

5. Conclusions

[54] We have presented results from a model of the AIS/Prydz Bay system. The main improvements of this model over previous studies are the inclusion of frazil dynamics and the use of the most up-to-date estimate of the sub ice shelf cavity geometry. The reference model performs well when compared to available oceanographic and glaciological estimates of the mass balance of the AIS. The model produces a net basal melt rate of 45.6 Gt year\(^{-1}\). The melting at the base of the ice shelf seen in the model is primarily due to interaction with HSSW created from the surface sea-ice formation in winter. The ability to produce the water masses is influenced by spatially well-resolved open-ocean forcing fields and also implies that the surface forcing conditions are more important to consider than those for the lateral boundaries. Although the AIS is smaller than both the Ross Ice Shelf and Ronne-Filchner Ice Shelf, the amount of meltwater production is comparable. This is due to the larger thermal driving at the deep ice shelf regions (>2000 m) of the AIS, where the majority of the melt is thought to occur, compared to the shallower ice of the Ross and Filchner-Ronne (>1500 m). The temperature difference between the coldest open ocean water (at the surface freezing point) and the \textit{in situ} freezing point of the deepest ocean water in contact with the AIS is \(\sim 2\) °C, leading to a melt rate that can exceed 30 m ice year\(^{-1}\).

[55] The net accretion of marine ice is also in good agreement with independent glaciological estimates. Frazil initially forms in the supercooled water layer adjacent to the base of the ice shelf. The simulated accretion of marine ice is 5.26 Gt year\(^{-1}\), which is comprised of 3.7 Gt year\(^{-1}\) of frazil accretion and only 1.6 Gt year\(^{-1}\) of direct basal refreezing. In the model without frazil the total accretion rate is 2.1 Gt, which is only due to direct basal refreezing. However, we find that, in the reference simulation, the accretion of frazil occurs earlier than is suggested by the observations. The simulations of frazil may be improved by using more frazil size classes. The present choice of 5 frazil size classes is due to the limitations of available computing power. Although there are no observations to confirm the actual distribution of frazil size beneath the AIS, the choice of 5 frazil classes yields model results in reasonable agreement with mass balance estimates. The parametrization of the frazil physics and marine ice accretion contains a large number of assumptions and represents one of the major sources of uncertainty in the model.

[56] Frazil growth moderates the maximum amount of supercooling found beneath the ice shelf. Importantly, the reduced level of supercooling manifests as enhanced basal refreezing through the precipitation of frazil. The frazil formation process leads to increased salinity and modifies both the horizontal and vertical circulation patterns of the sub-ice shelf cavity when compared to models without frazil. Here, we highlighted the importance of using a dynamic frazil model for marine ice accretion.

[57] However, a simpler approach for models that only aim to model deep water formation on climate time scales could be to simply remove excess bulk supercooling beneath the ice shelf, modifying both the temperature and salinity fields, and depositing the mass directly against the base of the ice shelf. The forcings applied to the model boundaries are about 10 years more recent than the observations made for the ice sheet mass balance. As our ocean boundary conditions are monthly averages over the observing time, which also show recent climate change, then they are likely to be biased towards a system that has already been affected by climate change when compared with pre-industrial forcing. However, the state of the ice shelf depends on the time scale of the response from any changes to the ocean. Two-way coupling to a larger global model would provide more realistic boundary conditions. A logical next step is to extend the present model to be forced with time series of forcing variables that overlap the satellite era.

[59] During the review of the glaciological mass balance estimates we identified a number of discrepancies between the most recent estimates of ice thickness that require further examination to improve mass balance estimates.

[60] Further simulations will involve determining the sensitivity of the ice shelf to a warming ocean and the application of the model to the cavities of other ice shelves.

Appendix A: Ice Shelf/Ocean Boundary

[61] The interface between the ice shelf and the ocean is parameterized using a viscous sub-layer, following [Hellmer and Olbers, 1989; Schediwyat and Olbers, 1990; Hellmer et al., 1998; Holland and Jenkins, 1999]. This has been done previously for several simulations of the flow beneath ice shelves [e.g., Beckmann et al., 1999; Timmermann et al., 2002; Holland et al., 2003]. Three equations represent the conservation of heat and salt and a linearized version of the equation of freezing point of seawater as a function of salinity and pressure. The free variables that are found by solving the three equations simultaneously are the temperature, \(T_{w}\) and salinity, \(S_{w}\), in the sub-layer at the ice shelf base, and the basal melt rate, \(m\). The assumption is that the ice shelf is in a steady-state balance with respect to sources and sinks of mass and heat. The calculation of the actual heat and salt fluxes into the top model layer of the ocean includes the meltwater advection term that can be important in long simulations or with high basal melt rates [Jenkins et al., 2001].

[62] The conservation of heat and salt, with the assumption that there is no salt present in the ice shelf, are:

\[
\rho_i(L - c_i\Delta T)m = \rho c_i \gamma_T (T_b - T) \quad (A1a)
\]

\[
\rho_i S_{w,m} = \rho c_w \gamma_S (S_b - S) \quad (A1b)
\]

where, \(\rho_i\) is the density of ice (assumed to be 916 kg m\(^{-3}\)), \(\rho\) is the density of ocean water, \(L\) is the latent heat of ice fusion (3.35 \times 10^5 J kg\(^{-1}\)), \(c_i\) and \(c_w\) are the specific heats of ice (2009 J kg\(^{-1}\) K\(^{-1}\)) and water (3974 J kg\(^{-1}\) K\(^{-1}\)), respectively. \(\Delta T\) is the temperature difference between the ice shelf interior, \(T_i\) (\(-20^\circ\text{C}\)), and the freezing temperature at the base of the ice shelf, \(T_b\). \(T\) is the temperature and \(S\) the salinity of the water away from the base of the ice shelf.

[63] The parameters \(\gamma_T\) and \(\gamma_S\) are coefficients that represent the transfer of heat and salt across the boundary layer.
Jenkins [1991] used a molecular sub-layer approximation to formulate expressions for $\gamma_T$ and $\gamma_S$ as:

$$\gamma_T = \frac{\mu_{\text{d}}}{2.12 \ln(\mu_{\text{d}}/\nu) + 12.5 Pr^{2/3} - 9}$$  \hspace{1cm} (A2a)$$

$$\gamma_S = \frac{\mu_{\text{d}}}{2.12 \ln(\mu_{\text{d}}/\nu) + 12.5 Sc^{2/3} - 9}$$  \hspace{1cm} (A2b)$$

where, the molecular Prandtl number ($Pr$) is the ratio of viscosity to thermal diffusivity and the molecular Schmidt number ($Sc$), is the ratio of viscosity to salinity diffusivity. The kinematic molecular viscosity of seawater, $\nu$ (1.95 x 10^{-6} m^2 s^{-1}), is considered constant [Hollands and Jenkins, 1999] over the thickness of the boundary layer, $h$. The friction velocity, $u_{fl} = \sqrt{c_{fl} \mu^2}$, where $c_{fl}$ is a dimensionless drag coefficient (0.0025) and $u$ is the velocity of the ocean. Note that the ice is considered to be stationary. The linearized version of the freezing point of seawater as a function of salinity and pressure is:

$$T_f = aS_b + b + cP$$  \hspace{1cm} (A3)$$

where, $T_f$ is the freezing point at the ice-ocean interface, $a$ is the slope of the liquidus for seawater ($-5.73 \times 10^{-2}$ °C psu^{-1}), $b$ is the offset of the liquidus for seawater ($8.32 \times 10^{-2}$ °C), $c$ is the change in freezing temperature with pressure ($-7.61 \times 10^{-4}$ °C dbar^{-1}), and $P$ is the pressure at the ice shelf base.

Frazil laden water is considered to be a two-component mixture of ice and seawater that is treated as a homogeneous fluid with spatially-averaged properties. The total mass of frazil crystals within a fluid parcel is:

$$dMc = (dM)c,$$  \hspace{1cm} (A4)$$

where $dM = \rho dV$ is the total mass of the parcel of seawater (mass of water plus mass of frazil), and $c$ is the mass fraction of frazil. For a unit volume of mixture the volume of the seawater fraction is $\rho_l(1 - c)/\rho_s$ and the volume of the frazil fraction is $\rho_c c/\rho_s$, where $\rho_s$ is the density of the seawater without the ice fraction and $\rho_c$ is the mass of frazil per unit volume of seawater mixture. For a Boussinesq ocean model, the bulk density of the seawater is:

$$\rho = \rho_s + \rho_c \left(1 - \frac{\rho_s}{\rho_c}\right).$$  \hspace{1cm} (A5)$$

For Boussinesq fluid, the time tendency for frazil concentration takes the form:

$$\frac{\partial C}{\partial t} = -\nabla \cdot (\nabla C) - \nabla \cdot (F) + S$$  \hspace{1cm} (A6)$$

where the changes to the frazil mass can be mathematically represented by the convergence of tracer flux $F$ and tracer source $S$. For frazil that is suspended in the water column, $F$ has properties that allow for (1) frazil buoyant rising and (2) the turbulent mixing of frazil crystals, which yields:

$$\frac{\partial C}{\partial t} + \nabla \cdot (\nabla C) + w' \frac{\partial C}{\partial z} = \nabla \cdot (K \nabla C) + S$$  \hspace{1cm} (A7)$$

where $w'$ is the buoyant rising velocity of frazil, $z$ is the vertical coordinate (positive upwards), and $K$ is the turbulent exchange coefficient (eddy diffusivity). The Regional Ocean Modeling System allows for the addition of extra tracers, with appropriate treatment of advection and diffusion of frazil.

ROMS solves each term independently using a common numerical technique known as the “Method of Fractional steps” [Yanenko, 1971]. The temperature tendency term in equation (A7) is solved in the sequence: buoyant rising, source/sink, horizontal advection, vertical advection, vertical diffusion, and finally horizontal diffusion.

The source and sink terms for heat, salt and ice in the water are related to the melting and freezing of ice particles. Ice volume changes in the water are controlled by the flux of heat from crystals already present in the water column. The formulations of frazil boundary layers in the scientific literature make use of the assumption that the entire crystal is at the local freezing point: that is, there is a zero internal temperature gradient between the edge of the crystal in contact with the water and the center of the crystal. However, the analysis is complicated by the fact that the growth and melting of frazil is influenced by transfer of both heat and salt between the ocean and the surface of the ice crystals.

The conservation equations for heat and salt due to frazil growth and melting are analogous to equations (A1a) and (A1b). With the assumption that heat diffusion into the crystals are negligible ($\Delta T = 0$) they can be written as:

$$\rho_l f' = \rho_c \gamma_T A(T_b - T)$$  \hspace{1cm} (A8a)$$

$$\rho_s f' = \rho_c \gamma_S A(S_b - S)$$  \hspace{1cm} (A8b)$$

where, $A$ is the surface area of frazil, $f'$ is the rate of change of frazil volume and the coefficients for heat $\gamma_T$ and salt $\gamma_S$ are defined in terms of the Nusselt, Nu and Sherwood, Sh numbers, respectively,

$$\gamma_T = \frac{Nu \kappa}{r}$$  \hspace{1cm} (A9a)$$

$$\gamma_S = \frac{Sh k_s}{r}$$  \hspace{1cm} (A9b)$$

where $r$ is the radius of a disk shaped frazil crystal, $k_T = 1.4 \times 10^{-2}$ is the molecular thermal diffusivity of seawater and $k_S = 8 \times 10^{-10}$ is the molecular saline diffusivity. As with heat, the exchange of salt between the crystal surface and the ocean scales with the size of the crystal.

The formulas for the exchange coefficients presented here are improved over those in previous literature [e.g., Jenkins and Bombosch, 1995]. Here, $\gamma_S$ is scaled by $Sh$ (the mass transfer analogy of Nu), which is the ratio of turbulent mass transfer to mass diffusion. Jenkins and Bombosch [1995] scaled both $\gamma_T$ and $\gamma_S$ by Nu. Also, the exchange coefficients are scaled by the radius of the frazil disk, $r$ [Holland et al., 2007] and not the half-disk thickness, $r_a$. [Jenkins and Bombosch, 1995], where $a_r = 1/25$ is the disk aspect ratio. The effect of salt diffusion, as with that for heat, is strongly dependent on crystal radii.

Utilizing the similarities in the equations between the ice growth rate at the base of an ice shelf and at the surface of an ice crystal, we can simplify the conservation equations...
by omitting equation (A8b) and adding a scaling factor to equation (A8a). The scaling factor $\Theta$ in Holland and Jenkins [1999, equation (35)],

$$\Theta = 1 - \frac{a_S c_w \gamma_f}{L \gamma_S}$$  \hspace{1cm} (A10)

can be modified for frazil to include the formulations of $\gamma_f$ and $\gamma_S$, presented here as,

$$\Theta' = 1 - \frac{a_S c_w N u k_f}{L S h k_S}.$$  \hspace{1cm} (A11)

[71] The scaling factor for heat transfer is important across all crystal radii and increases towards smaller frazil radii. Provided this factor is approximately constant, a two-equation formulation with an effective transfer coefficient of $\gamma_f/\Theta'$ should yield appropriate melt rates.

[72] In reality a spectrum of frazil crystals can exist within the plume at any one time. See Daly [1984] and Morse and Richard [2009] for more thorough reviews of the problem. The development of a multiple size class frazil model allows for the source of ice to be adjusted for the volume concentration of the $i$-th class [Smedsrud and Jenkins, 2004; Holland and Feltham, 2005]. The frazil concentration $C$ is distributed between $N$ size classes such that:

$$C = \sum_{i=1}^{N} C_i.$$  \hspace{1cm} (A12)

[73] Melting and freezing of frazil is modeled by the transfer of a certain number of frazil crystals from class $n$ to the larger size class $(n + 1)$ in the case of freezing, or smaller size class $(n - 1)$ in the case of melting. Therefore, the rate change of frazil concentration in each class is determined by the difference in growth (melting) rates between class $n$ and the class $n + 1$ or $(n - 1)$. Transfer processes between classes must also be consistent with the movement of the appropriate volume [Smedsrud and Jenkins, 2004].

[74] The melt/freeze of ice crystals is asymmetric: growth, $G_i$, occurs at the edge and melting, $M_i$, occurs over the entire crystal. This formulation assumes that the growth of frazil in turbulent seawater only occurs at the edge of the disk and melting occurs over the entire disk to give, assuming $T_f = T_b$:

$$G_i = \frac{c_w N u k_f}{L \Theta'_i} \left( T_f - T \right) \frac{2}{r_i} C_i$$  \hspace{1cm} (A13a)

$$M_i = \frac{c_w N u k_f}{L \Theta'_i} \left( T_f - T \right) \frac{2}{r_i} \left( \frac{1}{r_i} + \frac{1}{2a_i r_f} \right) C_i.$$  \hspace{1cm} (A13b)

[75] In these expressions $N u$ is $N u$ for each size class, $i$, which is calculated following Holland et al. [2007] and $\Theta'_i$ is calculated using equation (A11) for each size class. Note that, for $\Theta'_i = 1$, the expressions are those used in previous studies [Smedsrud and Jenkins, 2004; Holland and Feltham, 2005].

[76] The plume studies that have included frazil [e.g., Holland and Feltham, 2005; Jenkins and Bombosch, 1995] have all used strategies of introducing a small concentration of frazil crystals when the water becomes supercooled. Frazil seeding is due to dendrite-like plate ice crystals growing on the ice shelf base that may be detached by eddies and suspended in the water column, providing frazil nuclei of various sizes. The seeding process used by these models makes no adjustment to the temperature and salinity when adding frazil seeds to the water column. In our model, if a cell becomes supercooled and does not contain frazil crystals, then the concentration of crystals in that cell is set to $1 \times 10^{-7}$, following the strategy of Holland and Feltham [2005]. Using a three-dimensional ocean model it is possible that supercooling can occur away from the surface boundary and, frazil nucleation sites are likely at all points in the water column. Seeding is thus allowed to occur at any cell in the model that becomes supercooled.

[77] Secondary nucleation is the process whereby frazil crystals of the largest size class can fragment into the smallest size class. The main processes thought to give rise to secondary nucleated seed crystals are collisions between frazil and detachment of surface irregularities by fluid shear [Daly, 1984]. The formulation used here follows that outlined in Holland and Feltham [2005] and allows for secondary nucleation process that include turbulent motions to create new seed crystals. The process is limited to produce a maximum number of seed crystals of $1 \times 10^3$ [Smedsrud, 2002].

[78] A frazil crystal in still water will rise at its terminal velocity when gravitational forces and drag forces are equal. The formulation choice for the rise velocity $w'$ (mm/s) relative to the moving fluid is approximated using a recent empirical relationship between frazil size and rise velocity devised by Morse and Richard [2009] based on field observations of frazil formation in rivers. By fitting power laws to the data they developed a piecewise function:

$$w' = \begin{cases} 2.025 D^{1.621} & \text{if } D \leq 1.27 \text{ mm} \\ -0.103 D^2 + 4.069 D - 2.024 & \text{if } 1.27 < D \leq 7 \text{ mm} \end{cases}$$  \hspace{1cm} (A14)

where, $D = 2r$ is the diameter of a frazil crystal in mm.

[79] The precipitation of frazil onto the base of an ice shelf borrows from studies of sedimentation in the approach used by Jenkins and Bombosch [1995]. Each frazil size class, $i$ will precipitate at a rate, $p_i'$:

$$p_i' = \frac{\rho_i}{\rho} \frac{\omega_f}{C} \left( 1 - \frac{|u|^2}{u_i^2} \right) \text{He} \left( 1 - \frac{|u|^2}{u_i^2} \right)$$  \hspace{1cm} (A15)

where He is the Heaviside function, which prevents erosion from occurring, and $u_i$ is a critical horizontal water velocity above which no precipitation can occur, and $w_f$ is the vertical rise velocity of the frazil crystal. This assumes that the flux of crystals that can precipitate out of the water column due to buoyancy is reduced by turbulence in the boundary layer adjacent to the ice shelf base. The critical velocity, $u_i$, is expressed as,

$$u_i^2 = \frac{0.05 (\rho - \rho_i) g 2 r_f}{\rho c_v d}.$$  \hspace{1cm} (A16)
[80] Precipitation starts as soon as the velocity at the base of the ice shelf becomes lower than the critical velocity. The total precipitation rate, $p'$, is

$$p' = \sum_{i=1}^{N} p'_i. \quad (A17)$$

Appendix B: Calculation of Variance Ellipses

[81] The velocity variance ellipses are calculated using the final 3 years output of 2.5 days resolution for the residual depth averaged velocities, $\vec{u}$ and $\vec{v}$. From these data the north/east velocity variance ($u'^2, v'^2$) and the covariance ($u'v'$) are calculated. The magnitude and direction of the variability are represented using velocity ellipses [see Preisendorfer, 1988]. The direction $\alpha$ of the axis of principal variability, measured antickwisc from east is,

$$\tan \alpha = \frac{\sigma_{maj} - \overline{u'^2}}{(u'^2)^{\frac{1}{2}}} \quad (B1)$$

where the variance along the major axis, $\sigma_{maj}$ is

$$\sigma_{maj} = \overline{u'^2} + \overline{v'^2} + \sqrt{\overline{(u'^2 - v'^2)^2} + 4\overline{(u'v')^2}}} \quad (B2)$$

and along the minor axis, $\sigma_{min}$ is

$$\sigma_{min} = \overline{u'^2} - \overline{v'^2} - \sigma_{maj} \quad (B3)$$

Anisotropic flow is represented by an elongated ellipse with the principal direction of the velocity variance aligned with the direction of the ellipse. The orientation of the ellipse depends on the covariance ($u'v'$); the major and minor ellipse axes define the coordinate system in which $u'$ and $v'$ are uncorrelated. Ellipses with a major axis orientated in the north-east/south-west are positively correlated and ellipses orientated to the north-west/south-east are negatively correlated [Wilkin and Morrow, 1994; Morrow et al., 1994].
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