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Abstract
Paper is a survey of fuzzy logic theory applied in cluster analysis. Fuzzy logic becomes more and more important in modern science. It is widely used: from data analysis and forecasting to complex control systems. In this article we consider clustering based on fuzzy logic, named Fuzzy Clustering. Clustering involves the task of dividing data points into homogeneous classes or clusters so that items in the same class are as similar as possible and items in different classes are as dissimilar as possible. In hard clustering, data is divided into crisp clusters, where each data point belongs to exactly one cluster. In fuzzy clustering, the data points can belong to more than one cluster, and associated with each of the points are membership grades which indicate the degree to which the data points belong to the different clusters. There are many methods of Fuzzy Clustering nowadays. In our work we review the Fuzzy c - means clustering method in MATLAB.
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Introduction
Data clustering is the process of dividing data elements into classes or clusters so that items in the same class are as similar as possible, and items in different classes are as dissimilar as possible. Depending on the nature of the data and the purpose for which clustering is being used, different measures of similarity may be used to place items into classes, where the similarity measure controls how the clusters are formed. In contradistinction to hard clustering, in fuzzy clustering each point has a degree of belonging to clusters, as in fuzzy logic, rather than belonging completely to just one cluster (Löster, 2012). Thus, points on the edge of a cluster, may be in the cluster to a lesser degree than points in the center of cluster. This method was developed by Dunn in 1973 and improved by Bezdek in 1981.
Actually, there are many programmes using Fuzzy C-Means Clustering, for instance: C++, MATLAB, R-ko. In this paper we will review Fuzzy C-Means Clustering in MATLAB.

1 Comparison Fuzzy c – means clustering algorithm with hard C – means clustering algorithm

Let’s start by considering, what is it fuzzy c-means clustering. We can see some differences in comparison with c-means clustering (hard clustering). Moreover, one should note here: c – means clustering algorithm is a starting point for the fuzzy extensions (Löster, 2012).

These algorithms are based on objective functions J, which are mathematical criterial that quantify the goodness of cluster models that comprise prototypes and data partition. Objective functions serve as cost functions that have to be minimized to obtain optimal cluster solutions (Řezanková, 2011). Thus, for each of the following cluster models the respective objective function expresses desired properties of what should be regarded as “best” results of the cluster algorithm. Steps of the algorithm follow from the optimization scheme that they apply to approach the optimum of J. Thus, in our paper of the hard and fuzzy c-means we discuss their respective objective functions first. In their basic forms the hard and fuzzy algorithms look for a predefined number of c clusters in a given data-set, where each of the clusters is represented by its center vector (Zheru, 1996). However, hard and fuzzy differ in the way they assign data to clusters, i.e., what type of data partitions they form.

The main advantage of fuzzy c – means clustering, it allows gradual memberships of data points to clusters measured as degrees in [0,1]. This gives the flexibility to express that data points can belong to more than one cluster (Höppper, 2000).

Fig. 1a: Hard c-means clustering Fig. 1b: Fuzzy c – means clustering

The matrix U (Fig.1a, Fig.1b) whose factors are the ones taken from the membership functions presents the data for hard and fuzzy clustering. In our case we have two clusters (the number of rows) and we can see the following: in case a. (hard clustering) each data point $x_j$ in the given data-set $X=\{x_1...x_n\}$ assigned to exactly one cluster. In case b. a data point can
belongs to more than one cluster (fuzzy clustering) with degree of membership between data and centers of clusters. Figure 2a and 2b illustrate this idea. A hard clustering can be obtained from a fuzzy partition by thresholding the membership value (Gan, 2007).

Fig. 2a: Hard clustering.

Fig. 2b: Fuzzy clustering.

Membership degrees can also express how ambiguously or definitely a data point should belong to a cluster (Löster, 2012). So, this partitioning is carried out through an iterative optimization of the objective function, with the update of membership \( u_{ij} \) and the cluster centers \( c_j \). This function show below:

\[
J_m = \sum_{i=1}^{N} \sum_{j=1}^{c} u_{ij}^m \| x_i - c_j \|^2, \quad 1 \leq m \leq \infty
\]  

(1)

Larger membership values indicate higher confidence in the assignment of the pattern to the cluster. Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership \( u_{ij} \) and the cluster centers \( c_j \) (De Oliveria, 2007), by:
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\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{||x_i - c_j||}{||x_i - c_k||} \right)^{m-1}} \]  

(2)

\[ c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \]  

(3)

This iteration will stop when \( \max_{ij} \left( \left| u_{ij}^{(k+1)} - u_{ij}^{(k)} \right| \right) < \varepsilon \), where \( \varepsilon \) is a termination criterion between 0 and 1, whereas \( k \) are the iteration steps. This procedure converges to a local minimum of \( J_m \) (Meloun, 2006).

The algorithm is composed of the following steps:

1. **Initialization**
   
   Selected the following parameters:
   
   • the required number of clusters \( N \),
   
   \( 2 < N < k \);
   
   • measure distances as Euclidean distance;
   
   • a fixed parameter \( q \) (usually 1.5);
   
   • initial (at zero iteration) matrix \( U^{(0)} = (U(i))^{(0)} \) object ownership \( x_i \) with the given initial cluster centers \( c_j \) (Everitt, 2011).

2. **Calculate the centers vectors** \( C(k) = [c_j] \)
   
   with \( U(k) \)

   In the t-th iteration step in the known matrix is computed in accordance with the above solution of differential equations (Everitt, 2011).

   \[ c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \]

3. **Modified membership measure** \( u_{ij} \)

   \[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{||x_i - c_j||}{||x_i - c_k||} \right)^{m-1}} \]

4. **If** \( \| U^{(k+1)} - U^{(k)} \| < \varepsilon \) **then STOP; otherwise return to step 2.**

| | | - matrix norm (for example, Euclidean norm);
2 Fuzzy c – means clustering in MATLAB

In this abstract we consider the simple case of a Fuzzy c – means clustering in MATLAB. For clarity, we restrict ourselves to the simplest form of cluster prototypes. The data set has \( n = 45 \) points in an \( s = 3 \) dimensional space. There are two ways to solve this in MATLAB: using the command line or graphical user interface. Consider the first of these methods.

To find the cluster centers in MATLAB we can use the help fcm function (built-in function), which is given below.

Description of function:

\[
[c_{\text{center}}, U, obj_{\text{fcm}}] = \text{fcm}(\text{data}, \text{cluster}_n)
\]

The arguments of this function are:

1) \( \text{data} \) - lots of data to be clustering, each line describes a point in a multidimensional feature space;
2) \( \text{cluster}_n \) - number of clusters (more than one).

The function returns the following parameters:

1) \( c_{\text{center}} \) - the matrix of cluster centers, where each row contains the coordinates of the center of an individual cluster;
2) \( U \) - resulting matrix;
3) \( obj_{\text{fcm}} \) - the objective function value at each iteration.

So, for this example we should write (results are shown in Figure 3):

```matlab
load ccc.dat
[c_{\text{center}}, U, obj_{\text{fcm}}] = \text{fcm}(ccc, 2);
maxU = \text{max}(U);
index1 = \text{find}(U(1,:) == maxU);
index2 = \text{find}(U(2,:) == maxU);
\text{line}(ccc(index1, 1), ccc(index1, 2), 'linestyle', 'none', 'marker', 'o', 'color', 'g');
\text{line}(ccc(index2, 1), ccc(index2, 2), 'linestyle', 'none', 'marker', 'x', 'color', 'r');
\text{hold on}
\text{plot}(center(1,1),center(1,2), 'ko', 'markersize', 15, 'LineWidth', 2)
\text{plot}(center(2,1),center(2,2), 'kx', 'markersize', 15, 'LineWidth', 2)
```
Fig. 3: Results of the C - means fuzzy clustering in MATLAB

![Figure 1](image)

Source: Generated data

**Tab. 1: Results of iterations**

<table>
<thead>
<tr>
<th>Number of iteration count</th>
<th>Value of the objective function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iteration count = 1</td>
<td>obj. fcn = 169197.014483</td>
</tr>
<tr>
<td>Iteration count = 2</td>
<td>obj. fcn = 117766.228513</td>
</tr>
<tr>
<td>Iteration count = 3</td>
<td>obj. fcn = 21602.841537</td>
</tr>
<tr>
<td>Iteration count = 4</td>
<td>obj. fcn = 7893.034365</td>
</tr>
<tr>
<td>Iteration count = 5</td>
<td>obj. fcn = 7887.892094</td>
</tr>
<tr>
<td>Iteration count = 6</td>
<td>obj. fcn = 7887.890663</td>
</tr>
<tr>
<td>Iteration count = 7</td>
<td>obj. fcn = 7887.890662</td>
</tr>
</tbody>
</table>

Source: Generated data

The second way to solve the problems of clustering in MATLAB based on the using the Clustering GUI Tool.
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The Clustering GUI Tool shown in the next figure (Figure 4) lets you perform the following tasks:

1. Load and plot the data.
2. Start the clustering.
3. Save the cluster center.

**Fig. 4: The Clustering GUI Tool**

Let's consider each of tasks.

1. Loading and Plotting the Data (shown in Fig.5)

To load a data set in the GUI, perform either of the following actions:

a. Click Load Data, and select the file containing the data.

b. Open the GUI with a data set directly by invoking `findcluster` with the data set as the argument, in the MATLAB Command Window. The data set must have the extension `.dat` ("Name.dat").
Fig. 5: Loading and Plotting the Data

Source: Generated data

2. The Clustering GUI Tool works on multidimensional data sets, but displays only two of those dimensions on the plot. To select other dimensions in the data set for plotting, you can use the drop-down lists under X-axis and Y-axis.

3. Starting the Clustering

To start clustering the data: choose the clustering function fcm (fuzzy C-Means clustering) from the drop-down menu under Methods.


4. Save the cluster center.

After clustering gets completed, the cluster centers appear in black as shown in the next figure.

Conclusion

In the first phase of this research it was revealed: the results of the Fuzzy c – means clustering are more accurate in comparison with the results of the Hard c – means clustering, because of Fuzzy algorithm allows gradual memberships of data points to clusters measured as degrees in [0,1]. This gives the flexibility to express that data points can belong to more than one cluster. Indisputable advantage of this program is the ability to select the way of data processing: writing code or using the built-in functions.
In the second phase of our research we plan to process real data from Spain, German and Russian banks in the same way.
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