Evaluation of the arbitrary Lagrangian–Eulerian vertical coordinate method in the MPAS-Ocean model
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A B S T R A C T

The vertical coordinate of the Model for Prediction Across Scales-Ocean (MPAS-Ocean) uses the Arbitrary Lagrangian–Eulerian (ALE) method, which offers a variety of configurations. When fully Eulerian, the vertical coordinate is fixed like a z-level ocean model; when fully Lagrangian there is no vertical transport through the interfaces so that the mesh moves with the fluid; additional options for vertical coordinates exist between these two extremes, including z-star, z-tilde, sigma, and isopycnal coordinates. Here we evaluate spurious diapycnal mixing in MPAS-Ocean in several idealized test cases as well as real-world domains with full bathymetry. Mixing data is compared to several other ocean models, including the Parallel Ocean Program (POP) z-level and z-star formulations. In three-dimensional domains, MPAS-Ocean has lower spurious mixing that other ocean models. A series of simulations show that this is likely due to MPAS-Ocean’s hexagon-type horizontal grid cells combined with a flux-corrected transport tracer advection scheme designed for these unstructured meshes.

The frequency-filtered vertical coordinate of Leclair and Madec (2011) (also called z-tilde) has been implemented and analyzed in MPAS-Ocean. This addition allows low-frequency vertical transport to pass through the vertical interface in an Eulerian manner, while high-frequency vertical oscillations, such as internal gravity waves, are treated in a Lagrangian manner. Z-tilde leads to a substantial reduction in vertical transport across layer interfaces, and a reduction in spurious diapycnal mixing.

1. Introduction

The choice of vertical coordinate is intrinsic to the character of a global ocean model. Historically, ocean models have been classified into groups according to their vertical coordinate. Z-level models have fixed, level layer interfaces (Griffies et al., 2005; Smith et al., 2010). Z-level models are straightforward to implement and have no pressure gradient errors due to tilted layers, but are prone to high spurious diapycnal mixing (Willbrand, 2001; Legg et al., 2006). Isopycnal models substantially reduce diapycnal mixing because adiabatic motion is treated entirely in a Lagrangian manner, thus producing no spurious mixing. Purely isopycnal models have insufficient resolution in the mixed layer and other neutrally-stratified regions (Bleck, 1978). Hybrid coordinate models combine the advantages of z-level in the upper ocean for higher resolution and isopycnal coordinates in the deep ocean to reduce diapycnal mixing (Bleck, 2002). Sigma coordinates are terrain-following so that the full vertical resolution may be used throughout, and are particularly useful for coastal modeling (Shchepetkin and McWilliams, 2005). Special care must be taken to avoid errors in the pressure gradient when layers have large slopes along steep topography in sigma coordinate models (Shchepetkin and McWilliams, 2003, 2011).

Amongst z-level models, several improvements have been introduced that are now standard in this class of models. Partial bottom cells improves the representation of bathymetry, and thus improves advection and mixing processes along the ocean floor (Adcroft et al., 1997; Pacanowski and Gnanadesikan, 1998). Scaling the vertical coordinate in proportion to the sea surface height (SSH), sometimes called z-star, reduces spurious mixing due to surface gravity waves and allows the upper layers to be very thin (Adcroft and Campin, 2004). Without this improvement, z-level models must include all SSH variations in the top layer, so it must be at least several meters thick, or use a rigid lid (Smith et al., 1992).

A new addition to improvements in z-level models is the frequency-filtered vertical coordinate of Leclair and Madec (2011), named z-tilde. This scheme applies a time–frequency filter to the horizontal divergence in each grid cell. High-frequency oscillations...
that occur on a time scale of less than several days, such as internal gravity waves, are filtered out of the vertical transport, so that the vertical grid moves with these waves in a Lagrangian fashion. The remaining low-frequency motions, such as seasonal oscillations and advection of large water masses, move through the vertical interfaces as they do in a typical z-level model. Because much of the spurious mixing is caused by high-frequency oscillations, this scheme offers the advantage of reduced diapycnal mixing intrinsic to isopycnal models, but avoids the complexity of remapping schemes, choosing target grids, and supporting massless layers associated with hybrid-isopycnal models. The end result is a vertical coordinate that may conveniently use all the machinery of a z-level model, such as topography and initial conditions, but where the vertical grid may follow small, fast oscillations in a Lagrangian manner to reduce spurious mixing.

In the Arbitrary Lagrangian–Eulerian (ALE) method, the grid is remapped so that cell interfaces may remain at a fixed location (Eulerian), may move with the fluid (Lagrangian), or anything in between (Hirt et al., 1974). It may be configured for any of the vertical coordinate types discussed above. ALE was developed to take advantage of the properties of Lagrangian algorithms, where the model mesh naturally tracks the material’s properties, but to avoid the resulting distortions in the computational domain (Donea et al., 2004). ALE methods were applied to general vertical coordinates in ocean models by Bleck (1978).

In a typical ALE algorithm, the mesh may be specified in an arbitrary manner at regular intervals in time, and variables are subsequently remapped to that new mesh. The Model for Prediction Across Scales–Ocean (MPAS-Ocean) implementation determines a desired thickness at each time step based on a number of criteria, and then computes the vertical transport through the layer interface that is required to acquire the desired thickness. Rather than explicitly remapping variables to the new grids, the ocean model simply transports water volume and tracers using this vertical transport in the normal prognostic conservation equations (the mass equation is written as a volume or thickness equation for Boussinesq fluids). This is the Lagrangian treatment of the vertical direction described in Adcroft and Hallberg (2006). The method ensures that water volume and tracers are conserved to machine precision.

Given the advantages discussed above, we have chosen an ALE framework to model vertical transport within MPAS-Ocean. Vented configurations of MPAS-Ocean employing a vertical ALE treatment include z-level, z-star (Ringler et al., 2013), idealized isopycnal (Ringler and Gent, 2011), as well as z-tidle, partial bottom cells, and sigma coordinates (all in this paper). All these have been tested in realistic high resolution global domains except sigma and isopycnal coordinates, which have been tested in idealized domains to date.

MPAS-Ocean is an open-source, global ocean model (see http://mpas-dev.github.io). MPAS-Ocean is one component of a family of climate models within the MPAS framework, including atmosphere (Skamarock et al., 2012), sea-ice, and land-ice models. MPAS components use horizontally unstructured meshes based on Voronoi tessellations, which allow high-resolution regions within a low-resolution global mesh, with a smoothly varying mesh transition between them. The motivation for this design is to provide a single ocean modeling system that can be used with traditional quasi-uniform meshes as well as regional configurations to investigate regional effects of climate change. All simulations presented here use MPAS-Ocean version 2.0, released in November 2013.

The purpose of this paper is twofold: (1) to verify the behavior of MPAS-Ocean against published results for numerous idealized test cases and real-world domains; and (2) to demonstrate the advantages of z-tidle in reducing spurious vertical mixing. Ilicak et al. (2012) proposed four idealized test cases that are repeated here, and provided comparison data for Modular Ocean Model (MOM), MIT General Circulation Model (MITgcm), Regional Ocean Modeling System (ROMS), and the Generalized Ocean Layered Model (GOLD). To that we have added data from MPAS-Ocean run in z-level, z-star, isopycnal, sigma, and z-tidle coordinates, as well as POP, a quadrilateral-grid ocean model developed at Los Alamos National Laboratory, using z-level and z-star coordinates. The test cases include the (1) lock exchange, (2) overflow, (3) internal wave, (4) baroclinic eddies, and (5) real world. These cases progress from simple domains and initial conditions to more complex dynamics and topography, so that spurious mixing may be measured under a variety of conditions.

The design of the MPAS unstructured horizontal mesh has already been described in several publications (Ringler et al., 2008, 2010; Thuburn et al., 2009), while high-resolution and variable-resolution global simulations were verified against observations in Ringler et al. (2013). The current work may be considered a follow-on to Ringler et al. (2013), where the prior is a detailed vetting of the horizontal infrastructure of MPAS-Ocean, while the current does the same for the vertical.

This paper is organized as follows. Section 2 details the algorithms of the vertical grid, with subsections on the overall ALE formulation and z-tidle. Section 3 presents the results from four idealized test cases, while Section 4 proceeds to realistic simulations of global oceans with full bathymetry. Finally, the work is summarized in the concluding Section 5.

2. Numerical algorithm

This section describes the equations and discretization of the MPAS-Ocean vertical coordinate. All horizontal variables and operations are continuous to simplify the presentation. The horizontal discretization is discussed in Sections 2.1 and A.4 of Ringler et al. (2013), and further details may be found in the MPAS-Ocean User’s Guide (Jacobsen et al., 2013). All functionality described here is available in MPAS-Ocean version 2.0.

The MPAS-Ocean governing equations are for a hydrostatic, incompressible fluid using the Boussinesq approximation. Conservation of momentum, volume, and tracers are written for layer \( k \) as

\[
\frac{\partial h_k}{\partial t} + q_k h_k u_k' + \left[ \frac{\text{d}z}{\text{d}z_k} \left( u_k' \right) \right] = -\frac{1}{\rho_0} \nabla p_k + \frac{\rho_0 g \nabla z_{md} - \nabla K_k}{\rho_0} + \left[ D_{z,k} + \left[ D_{z,k} \right] + \mathcal{D} \right],
\]

\[
\frac{\partial h_k}{\partial t} + \nabla \cdot (h_k u_k') + w_{k+1} - w_{k+1} = 0,
\]

\[
\frac{\partial (h_k (q_k))}{\partial t} + \nabla \cdot (h_k u_k' q_k') + \nabla w_{k+1} - \nabla w_{k+1} = \left[ D_{z,k} + \left[ D_{z,k} \right] + \mathcal{D} \right],
\]

where all symbols are defined in Tables 1 and 2. Additional equations diagnose the pressure from hydrostatic balance and the density from an equation of state, as described in Section A.1 of Ringler et al. (2013). Overbars indicate that variables are vertically averaged to the top \( t \) or middle \( m \) of the layer, and \( \mathcal{D} \) is a first-order derivative in the vertical. The term \( \nabla \cdot \mathcal{D} \) does not appear in z-level models, but is required to compensate for pressure gradients due to the tilting of layers (Adcroft and Campin, 2004, Appendix A).

2.1. ALE algorithm

The ALE algorithm in the MPAS-Ocean code provides the vertical transport of fluid through the top cell interface, \( w' \), which is
The desired ALE thickness in step 1 includes contributions from four terms (4):

1. **Resting thickness**, $h_{\text{rest}}$, is the layer thickness when the ocean is at rest, i.e. without SSH or internal perturbations. For z-type coordinates, the resting thickness is constant in each horizontal layer, and cells below bathymetry are unused. For sigma coordinates, all layers are used, and $h_{\text{rest}}$ varies horizontally in proportion to the column’s total depth.

$$h_{\text{rest}}^k = \frac{W_k h_{\text{rest}}}{\sum_{k=1}^{k_{\text{max}}} W_k h_{\text{rest}}^k}$$

The weights $W_k$ determine how SSH oscillations are distributed amongst the layers, as described in Table 3.

2. **SSH alteration**, $h_{\text{SSH}}$, alters layer thicknesses so that changes are in proportion to the sea surface height (SSH),

$$h_{\text{SSH}}^k = \frac{W_k h_{\text{SSH}}}{\sum_{k=1}^{k_{\text{max}}} W_k h_{\text{SSH}}^k}$$

3. **High-frequency thickness**, $h_{\text{HF}}$, allows high-frequency thickness oscillations, such as internal gravity waves, to be treated in a Lagrangian manner. This is the “z-tilde” scheme of Leclaire and Madec (2011) described in the next section.

4. **Minimum/maximum thickness alteration**, $h_{\text{lim}}$, is the change in thickness required to enforce the minimum and maximum thickness in each cell. For example, when a cell is too thin, $h_{\text{lim}}$ is positive, while nearby cells in the vertical incur a corresponding negative $h_{\text{lim}}$ to conserve volume in the column.

Of the four terms, resting thickness is always positive, while the others are small alterations about zero. Summing (4) over a column,

$$\sum_{k=1}^{k_{\text{max}}} h_k^k = \sum_{k=1}^{k_{\text{max}}} h_{\text{rest}}^k + \sum_{k=1}^{k_{\text{max}}} h_{\text{SSH}}^k + \sum_{k=1}^{k_{\text{max}}} h_{\text{HF}}^k + \sum_{k=1}^{k_{\text{max}}} h_{\text{lim}}^k = H + \zeta + 0 + 0.$$  

Thus the first two terms are always included so that the column thickness sums to $H + \zeta$, while the second two terms are optional.

The MPAS-Ocean ALE algorithm broadens the choices in vertical coordinate settings from traditional vertical coordinate names. For example, the choice of weights in (6) may place all SSH oscillations in the top layer only ($W_1 = 1$, $W_k = 0$ otherwise), or distribute SSH oscillations amongst all layers, in proportion to the resting thickness ($W_k = 1$ for all $k$). If the initial layer thicknesses are constant in the horizontal, these settings correspond to z-level and z-star vertical coordinates. A third option is weighted z-star, with user-specified weights for $W_k$ (Table 3), where one could specify $W_k = 1$ in the upper layers and taper $W_k$ off to zero at depth, so that SSH oscillations primarily affect the mixed layer. The advantage of z-star and weighted z-star is that layers may be much thinner than the maximum SSH, which is typically 1–2 m. The high-frequency thickness (z-tilde) and minimum/maximum thickness alteration may be applied in addition to the other settings. Simulations presented as z-tilde in this paper use SSH alteration weights of $W_k = 1$ for all layers, so it is effectively z-tilde applied to a z-star vertical coordinate. Partial bottom cells (PBCs) may also be used independent of the other vertical coordinate settings. The overflow test case was conducted with and without PBCs, and all global simulations use PBCs.
2.2. High-frequency thickness algorithm (z-tilde)

The high-frequency thickness alteration, \( h^H_f \), in (4) allows layer thickness to oscillate so that high-frequency motions, such as internal gravity waves, are treated in a Lagrangian manner. Low-frequency motions, such as seasonal changes or slow motions of water masses, are treated in an Eulerian manner. This is the “z-tilde” scheme of Leclair and Madec (2011), which generally reduces spurious vertical mixing and better preserves water mass properties.

To begin, consider the horizontal divergence in each cell,
\[
D_k = \nabla \cdot (h_k u_k).
\]

In each column the barotropic divergence is the vertical sum,
\[
\mathcal{D} = \sum_{k=1}^{k_{\text{max}}} h_k D_k,
\]
so that the divergence in a cell may be written as the sum of the barotropic part and the remaining baroclinic part,
\[
D_k = \mathcal{D} + D'_k.
\]

Furthermore, the baroclinic divergence is split between a low-frequency baroclinic divergence and a high-frequency baroclinic divergence,
\[
D'_k = D'^H_k + D'^H_k.
\]

Two additional prognostic equations are solved in this configuration,
\[
\frac{\partial D'^H_k}{\partial t} = -2\pi \sum_j h^H_k (D'^H_k - D'_k),
\]
\[
\frac{\partial D'^H_k}{\partial t} = -D'^H_k - 2\pi \sum_j h^H_k + \nabla \cdot (\kappa_{\text{hf}} \nabla h^H_k),
\]
where the first is a simple low-pass filter for the baroclinic divergence and the second is a prognostic equation for the high-frequency thickness, and variables are defined in Table 4. The filter time scale \( \tau_{\text{hf}} \) is typically set to five days, so that internal gravity waves and other short time scale adiabatic phenomena are included in the high-frequency divergence, \( D'^H_k \). This is computed from the low-frequency divergence \( D'^H_k \) with the simple diagnostic equations (8)-(11). The high-frequency thickness equation is forced by the high-frequency divergence, and includes a restoring term and horizontal diffusion term to avoid long-term drift of \( h^H_f \) from zero. The restoring time scale, \( \tau_{\text{hf}} \), is typically set to 30 days, and the horizontal diffusion is zero for the simulations in this paper. However, these two terms are ad hoc methods to ensure reasonable vertical grids, and may need to be adjusted for other domains.

The enforcement of a minimum and maximum layer thickness in (4) is an addition to the algorithm presented in Leclair and Madec (2011) that was needed to run test cases with large initial perturbations. In those situations, a high frequency divergence would include the evacuation of all mass from some cells. This can be avoided with the simple minimum thickness requirement. In realistic global simulations starting from climatological initial conditions, the minimum and maximum were often not required, but are still a useful safeguard against very thin layers when the dynamics occur faster than the restoring time scale. An optional maximum layer thickness is included to prevent severely distorted layers, and was required to run z-tilde in domains with strongly transient flows.

2.3. Resting potential energy

The primary metric used in this study to diagnose spurious mixing is the resting potential energy (RPE), where the potential density \( \rho(x,y,z) \) is sorted and redistributed in the model domain (Ilicak et al., 2012). The sorted density, \( \rho'(z) \), is constant horizontally and monotonically increasing with depth. The RPE is
\[
\text{RPE} = g \int \rho'(z) V dz,
\]
where \( \Omega \) is the domain. An equally valid interpretation of RPE is a measure of the fluid’s vertical center of mass. Vertical mixing results in a monotonically-increasing center of mass with time. Thus, when surface buoyancy forcing is absent, as is the case in the simulations presented below, the time-rate-of-change of RPE is a measure of vertical mixing. A visual example is that RPE increases as more cells are in the mid-range of the color bars in Figs. 1 and 4.

An important limitation of this method is that it is only valid for cases with zero buoyancy fluxes. Thus all cases presented here are spin-down simulations from an initial condition or, for real-world cases, from an equilibrated condition. The RPE method cannot be used to diagnose mixing in typical realistic simulations that include surface forcing.

The algorithm for computing RPE for discrete fields is as follows. For each cell in the domain, there is an associated potential density \( \rho(i,k) \) and volume \( V(i,k) \) where \( i \) and \( k \) are horizontal and vertical indices. After sorting, the new density \( \rho'(j) \) is monotonically increasing, and the volume \( V'(j) \) must be rearranged in the same way, so that each \( \rho' \) corresponds to the same cell volume as in the original variables (note \( V' \) is not sorted to be monotonically increasing). Each cell is now given a new mid-depth \( z'(j) \), horizontal area \( A'(j) \), and thickness \( h'(j) = A'(j)/V'(j) \) by piling thin cells in a stack from the top to the bottom of the domain. The horizontal area is the cross-sectional area of the domain at a depth of \( z' \). The RPE is then computed as
\[
\text{RPE} = g \sum_j z'(j) \rho'(j) V'(j),
\]
which has units of Joules. The initial value RPE of a particular simulation depends on the domain and initial conditions, and so is not relevant to the mixing. Thus plots of RPE use values normalized to time zero,
\[
\text{RPE}(t) = \frac{\text{RPE}(0) - \text{RPE}(0)}{\text{RPE}(0)}.
\]
This same argument holds for the time derivative of RPE, but the non-normalized value is used to compare to data published in Ilicak et al. (2012). Plots showing $d\text{RPE}/dt$ use units of W m$^{-2}$, and are normalized only by the surface area of the domain.

Real-world cases use the nonlinear equation of state by Jackett and McDougall (1995), where density is a function pressure as well as temperature and salinity. Thus potential density was used for

\[ \rho = \frac{g}{C_0^2} \left( \frac{p}{p_0} - 1 \right) \]

\[ \rho = \frac{g}{C_0^2} \left( \frac{p}{p_0} - 1 \right) \]

where the velocity scale $U$ is computed from the globally averaged kinetic energy (Griffies and Hallberg, 2000).

3. Idealized test cases

In this section we evaluate vertical mixing in MPAS-Ocean using four idealized test cases introduced in Ilicak et al. (2012), and make direct comparisons to other ocean models under identical conditions whenever the data is available. Parameters that vary amongst the four idealized test cases are set in Table 5. The remainder of this section describes settings that are the same in all four idealized test cases.

The tracer advection scheme, which is evaluated in detail in Section 3.6, is monotonic flux-corrected transport (Skamarock and Gassmann, 2011), with third-order reconstruction of the tracer values at the cell edges. The time-stepping algorithm is split-explicit, with the long baroclinic time step ($\Delta t$) given in Table 5. The two-dimensional barotropic stage uses 40 subcycles to step through 2$\Delta t$, as described in Appendix A5 of Ringler et al. (2013). The horizontal turbulence closure for these cases is

\[ D_\ell^h = v_h V^2 u \]

for momentum, with a constant viscosity $v_h$, and $D_\ell^h = 0$ for tracers. There is no surface forcing by winds, tracer fluxes, or tracer restoring. Further details of how these settings are applied in MPAS-Ocean can be found in Jacobsen et al. (2013).

The idealized domains are in (x, y, z) Cartesian space, and individual cells are regularly spaced hexagons. A handful of tests were conducted using quadrilateral cells as well, with nearly identical results. The lock exchange, overflow, and internal wave test cases (1–3) are effectively two-dimensional in (x, z), but simulations
are three-dimensional and use four cells with periodic boundaries in the y-direction. For this study, a single resolution was sufficient for each of cases 1–3, and three horizontal resolutions were used for the baroclinic eddies, case 4 (see grid cell size in Table 5). This is a reduction from the number of horizontal and vertical resolutions presented in Ilicak et al. (2012). The domains are partitioned into blocks to run on multiple processors, ranging in number from eight for the lock exchange to several hundred for the 1 km baroclinic eddies case.

All four idealized test cases use a linear equation of state of the form

$$\rho(\Theta, S) = \rho_{\text{ref}} - \alpha(\Theta - \Theta_{\text{ref}}) + \beta(S - S_{\text{ref}})$$  \hspace{1cm} (21)

where $\rho_{\text{ref}} = 1000 \text{ kg m}^{-3}$, $\alpha = 0.2 \text{ kg m}^{-2} \text{ C}^{-1}$, and $\Theta_{\text{ref}} = 5 \text{ C}$. The initial salinity is set uniformly as $S_{\text{ref}}$ so that density depends only on temperature. For a linear equation of state there is no explicit depth or pressure dependence, so potential density is identical to density. All cases begin with zero velocity.

### 3.1. Lock exchange test case

The lock exchange case provides a way to measure mixing in the simplest possible configuration. The initial condition,

$$\Theta(x, z) = \begin{cases} 
5 & x < 32 \text{ km}, \\
30 & x \geq 32 \text{ km}, 
\end{cases}$$  \hspace{1cm} (22)

may be thought of as two basins of water that are allowed to interact at time zero. Warm water flows over the cold water from right to left, and vice versa. Simulations were performed for a range of horizontal viscosities, while the vertical viscosity is kept constant and explicit tracer diffusion is zero (Table 5). Higher viscosities generate a smooth, tilted interface between the warm and cold fluid, and produce less mixing, as quantified by a lower time-rate of change in $\text{RPE}$. Simulations with lower viscosities are more energetic, have a higher grid Reynolds number, and produce more oscillations in the temperature field (Figs. 1 and 2). The stability condition to prevent spurious numerical modes and unphysical extrema is $\Re_{\text{v}} < 2$ (Griffies, 2004). Comparing grid Reynolds numbers of 2.5 and 250 in Fig. 1 shows that the later contains grid-scale noise, and is not well-resolved. The step size of the high viscosity runs were limited by the viscous CFL condition; a time step of 120 s was used for lower viscosities, but was decreased to 60 and 30 s at $v_h = 100$ and 200 m$^2$s$^{-1}$ respectively. All models considered here are hydrostatic, so the vertical momentum equation lacks an acceleration term. Non-hydrostatic simulations would include the generation of Kelvin–Helmholtz billows (Fringer et al., 2006).

Because all diffusion has been turned off, the correct solution is where no mixing occurs, and the front propagates with no intermediate temperatures between 5°C and 30°C. This is demonstrated by MPAS-Ocean in isopycnal mode and the GOLD simulations in Ilicak et al. (2012), where the RPE remains constant. The MPAS-Ocean isopycnal simulations used only two layers, with temperatures of 5°C and 30°C. MPAS-Ocean does not support massless layers, so the initial thickness is 1 cm for the warmer top layer in the left half of the domain, and 19.99 m in the right half, while the cold bottom layer is opposite. As the isopycnal interface varies with grid Reynolds number, where the interface changes from tilted to flat as the grid Reynolds number increases.

The amount of mixing by MPAS-Ocean in z-star mode is less than MITgcm and MOM, but more than ROMS (Fig. 2(a)). The ROMS low value of $\text{RPE}$ is likely due to its third-order, upstream-biased, dissipative advection scheme for momentum (Shchepetkin and McWilliams, 2005), which adds local dissipation to enforce stability. The time derivative of RPE at 17 h is lower for MPAS-Ocean than for MITgcm over the range of viscosities tested (Fig. 2(c)). Results for z-level and z-star vertical coordinate settings in MPAS-Ocean are nearly identical, as one would expect for an internally propagating wave.

Using Bernoulli’s equation for an ideal fluid, the speed of a gravity current in a rectangular channel is

$$u_f = \frac{1}{2} \sqrt{gH(\delta \rho / \rho_0)}$$  \hspace{1cm} (23)

(Benjamin, 1968), which is 0.496 m/s for this test problem. This predicts that the right front location is at 62.4 m at 17 h. The front in MPAS-Ocean simulations is at 60 m and 62 m for the $v_h = 1$ m$^2$s$^{-1}$ and $v_h = 100$ m$^2$s$^{-1}$, respectively (Fig. 1), which is very close to the front location in MITgcm and MOM simulations (Ilicak et al., 2012, Fig. 5). The wave front propagates slightly faster in isopycnal models. The theoretical wave speed $u_f$ is used to compute the grid Reynolds number in (18). The root-mean-squared velocity, computed over the domain, begins at zero and increases to 0.5 m/s at 16 h, so is in good agreement with $u_f$. 

| Table 5 |
|-------------|-------------|-------------|-------------|-------------|
| **Case 1** | **Case 2** | **Case 3** | **Case 4** |
| **Lock exchange** | **Overflow** | **Internal wave** | **Baroclinic eddies** |
| **Domain size x** | 64 km | 200 km | 250 km | 160 km |
| **Domain size y** | – | – | 500 m | 1000 m |
| **Domain size z** | 20 m | 2000 m | 5 km | 1, 4, 10 km |
| **Grid cell size** | 0.5 km | 1 km | 20 | – |
| **Number $\rho$-layers** | 2 | 2 | – | – |
| **Number z-layers** | 20 | 100 | 20 | 20 |
| **Z-layer thickness** | 1 m | 20 m | 25 m | 50 m |
| **Time step $\Delta t$, s** | 30–120 | 5–20 | 300 | 30, 120, 300 |
| **$v_h$, m$^2$s$^{-1}$** | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
| **$\kappa_h$, m$^2$s$^{-1}$** | 0 | 0 | 0 | 0 |
| **$\kappa_v$, m$^2$s$^{-1}$** | 0 | 0 | 0 | 0 |
| **Bottom drag** | – | – | – | – |
| **Coriolis, s$^{-1}$** | – | – | 0.01 | – |
| **Run duration** | 17 h | 40 h | 200 days | 320 days |
| **RPE avg** | 17 h | 13–37 h | 10–100 days | 1–320 days |
| **$\Re_{\text{v}}$, velocity** | $u_f$ | $u_f$ | $U_i$ | $U_i$ |
Overall, the lock exchange allows modelers to test mixing and advection without the complications of topography, Coriolis forces, bottom drag, and any surface forcing. The remaining test cases add these in one by one, so that the model developer may gain confidence through step-wise validation exercises. Mixing rates are highly sensitive to the choice of advection scheme, as will be shown in Section 3.6.

3.2. Appropriate use of z-tilde

The z-tilde scheme was tested in the lock exchange with both the z-level and isopycnal initial conditions described in the previous section. The results depend on the frequency filter time scale, $\tau_D$ (Fig. 3). The results for z-level initial conditions (20 one-meter-thick layers) are as follows. When $\tau_D < 1$ h, the wave dynamic, which is moving at the time scale of several hours, is filtered out of the high-frequency thickness, and the grid remains at its initial Eulerian position. In this case, dRPE/dt values converge to the z-level values as $\tau_D$ goes to zero. At the other extreme, when $\tau_D > 12$ h, the wave is included in the high frequency thickness, and the grid behaves in a Lagrangian manner: as the wave proceeds from the center of the domain, layers behind the wave fill to the maximum layer thickness, and those in the remainder of the column evacuate to the minimum layer thickness (typically set to 10 m and 0.1 m, respectively). In this case, the grid becomes very distorted with oscillations, and produces higher dRPE/dt values than the original z-level simulations. When $\tau_D$ is between 1 and 12 h, the grid moves in a weakly Lagrangian manner, and never reaches the minimum or maximum thickness. In this case, the grid is less distorted, and there is some reduction in mixing.

When the initial conditions are isopycnal (i.e. two layers, each with constant temperature) dRPE/dt values can be made arbitrarily small by increasing $\tau_D$, until it converges to a purely Lagrangian grid where dRPE/dt = 0. When $\tau_D < 100$ days, the grid moves slowly, and the thick (originally isopycnal) layers on the left and right experience a great deal of mixing.

The application of z-tilde to the lock exchange shows that z-tilde is not appropriate for test cases with strongly transient flows. When the grid follows fast dynamics in a Lagrangian manner, those dynamics must be small perturbations or the grid will be strongly distorted, resulting in similar or higher mixing rates compared to an Eulerian grid. Adding high-frequency thickness diffusion ($\kappa_{thf}$) improves the smoothness of the grid, but does not substantially reduce the mixing. The only way to have the z-tilde scheme converge to zero mixing in the Lagrangian limit of high $\tau_D$ is to use isopycnal-layer initial conditions. Then z-tilde reduces to an isopycnal-layer model, but this defeats the purpose of z-tilde, which is meant to reduce mixing for small, fast perturbations within z-level-type vertical coordinates.

3.3. Overflow test case

The overflow test case is similar to the lock exchange, but includes a drop in topography that induces vertical advection and mixing. The bottom depth, shown in Fig. 4, is...
\[ d(x) = d_1 + \frac{1}{2} \left( d_2 - d_1 \right) \left( 1 + \tanh \left( \frac{x - x_0}{\sigma} \right) \right) \]

with \( d_1 = 500 \text{ m}, \ d_2 = 2000 \text{ m}, \ x_0 = 40 \text{ km}, \) and \( \sigma = 7 \text{ km}. \) The initial temperature is

\[ \Theta(x, z) = \begin{cases} 
10, & x < 20 \text{ km}, \\
20, & x \geq 20 \text{ km}.
\end{cases} \]

As the wave descends the steep topography, mixing depends on the horizontal viscosity, the advection scheme, the vertical coordinate, and the treatment of the bottom topography. Like the lock exchange, low horizontal viscosity results in higher kinetic energy and higher Reynolds number. At low viscosity the interface between warm and cold water has more oscillations (Fig. 4). The higher kinetic energy induces more mixing, resulting in higher.

Fig. 4. Overflow test case: Images from MPAS-Ocean at three hours (left column) and six hours (right column) for z-star (a–d), isopycnal (e–h) and sigma vertical coordinates (i–l). Two cases of horizontal viscosity are shown, \( v_h = 10^{-7} \) and \( v_h = 10^{-3} \text{ m}^2 \text{ s}^{-1} \), corresponding to grid Reynolds numbers of \( Re = 1.5 \times 10^5 \) and \( Re = 1.5 \times 10^7 \).
RPE at higher Reynolds numbers (Fig. 5). Z-level and z-star vertical coordinates produce nearly identical results. The overflow was also tested in isopycnal and sigma coordinates, but not z-tilde, for the same reasons as the lock exchange (Section 3.2).

Simulations with MPAS-Ocean isopycnal coordinates use two layers, each with a uniform temperature of 10°C and 20°C. The inactive layer is initialized with a layer thickness of 1 cm for high viscosities, and 1 m for low viscosities. These layers are allowed to activate when the average thickness of a cell and its neighbor is greater than 2 cm and 2 m, respectively. This check prevents the inactive layer from descending the slope prematurely. In addition, a minimum layer thickness of 1 cm to 1 m is enforced once the layer is activated. Smaller timesteps, in some cases down to one second, were required to prevent negative layer thickness just behind the head. A bottom drag coefficient of 0.01 was required for the isopycnal simulations to run stably.

In order to show the versatility of the MPAS-Ocean ALE vertical coordinate, we include terrain-following sigma-coordinate simulations of the overflow test case (Fig. 4[i-j]). The other test cases are flat-bottom, so sigma and z-star would be identical. When the overflow test case is configured with a sigma coordinate, the 100 layers are uniformly distributed between the ocean surface and ocean bottom. This produces layer thicknesses that are 5 m over the shelf and 20 m in the full-depth region. These sigma coordinate tests include the pressure gradient correction due to tilted coordinate surfaces — this is the term in (1), computed as in Shchepetkin and McWilliams (2003, Section 2, method 4). Weighted averaging of the density and vertical coordinate (Song, 1998, 2003, Section 7) is not included. Errors in sigma coordinate models due to the compressibility of sea water (Shchepetkin and McWilliams, 2003, Section 7) are not relevant for this test case, which uses a linear equation of state.

The flow begins as a wave front in a rectangular channel, with a theoretical velocity of $u_t = 1.57 \text{ m/s}$ from (23) using $H = 500 \text{ m}$ for the upper shelf. This places the wave front at 37 km at 3 h, which is near the simulated wave front in all the models, as shown in Fig. 4 and Ilicak et al. (2012, Fig. 9). By six hours, the wave front has reached the ridge bottom, but locations vary among models: 47 km for MPAS-Ocean, 55 km for MOM, 60 km for GOLD, 70 km for MITgcm, and 78 km for MPAS-Ocean with sigma coordinates (all using $v_h = 1000 \text{ m}^2/\text{s}$). Unlike the lock exchange test case, there is no theoretical solution to compare to for the head location of the overflow, so it is difficult to say which models are more accurate. At high viscosity, the overflow plug of water keeps a coherent shape as it descends, with significant mixing at the head. At low viscosity, the cold water is no longer a continuous plug, but is completely dispersed with waves behind the head for many of the models. Z-level and z-star vertical coordinates induce more mixing, which slows the descent down the slope. MPAS-Ocean isopycnal and sigma coordinate simulations descend further in the same amount of time.

All overflow simulations were conducted with zero horizontal and vertical tracer diffusion and a small value of vertical viscosity ($v_h = 10^{-4}$). In MPAS-Ocean z-level and z-star coordinates, the cold wave head remained above several cells of warm water as it initially descended down the slope (Fig. 4a and c). This behavior is more apparent in MPAS-Ocean at three hours than in MITgcm and MOM, and may be responsible for the head location of MPAS-Ocean being further left at nine hours than the other models. Typically ocean models use a convective adjustment scheme or a Richardson number-based vertical mixing to avoid unstable density profiles, but these are not used here in order to measure only spurious mixing. Some simulations using z-star and partial bottom cells did not run to completion due to this instability (Fig. 5, $R_e > 100$), but proceed normally when Richardson number-based vertical mixing is added (not shown).

Mixing rates, as measured by $\frac{dRPE}{dt}$, are highest for z-star using full cells, lower for z-star with partial bottom cells, and lowest for sigma coordinate simulations (Fig. 5). This progression is expected, because full cells have the largest vertical steps to cause mixing. In sigma coordinates, the cold head falls down the slope by advecting horizontally in grid space, so much less mixing is induced. One exception is the higher value at $R_e = 1$, which appears to be caused by interaction with the right wall. MITgcm and MOM mixing rates lie between the MPAS-Ocean z-star and sigma values. In all the high viscosity cases, the head hits the right wall at 200 km before 37 h, so some mixing in Fig. 5 is due to wall interactions. In low viscosity cases, the head is sufficiently dispersed that it never reaches the right wall. The time window of 13–37 h was used in order to make comparisons with the other ocean models.

3.4. Internal waves test case

Internal waves are ubiquitous in the ocean. They are driven by winds, tides, and surface pressure oscillations, and propagate through the stratified ocean. Breaking internal gravity waves are a significant source of mixing in ocean observations (Alford, 2003), but linear internal waves tend to produce vertical mixing in ocean models, particularly in those with fixed vertical levels such as z-level and z-star (Guillouit, 2010). Models that can follow isopycnal surfaces in a Lagrangian manner, such as those with isopycnal and hybrid-isopycnal coordinates, can significantly reduce excessive mixing because layers move with the internal waves and restrict fluid transport between layers. The z-tilde scheme restricts mixing in a similar way, but may be applied to level-type coordinates.

The lock exchange and overflow test cases begin with only two values of temperature, and so are extreme circumstances to measure a model behavior. The internal wave test case is vertically stratified, begins with a small perturbation, and induces internal wave propagation similar to that found in realistic global simulations. This test has the advantage that the simulation may proceed for hundreds of days, rather than 20–40 h as is the case for the lock exchange and overflow, so that mixing may be measured over a long period.

The initial temperature distribution is $\Theta_0(z) + \Theta'(x,z)$, which has the background stratification of

$$\Theta_0(z) = \Theta_{bot} + \left(\Theta_{top} - \Theta_{bot}\right) \frac{Z_{bot} - Z}{Z_{bot}}.$$  

(26)
where \( \Theta_{\text{bot}} = 10.1 \text{ C} \), \( \Theta_{\text{top}} = 20.1 \text{ C} \), and \( z_{\text{bot}} = -487.5 \text{ m} \) (note sign convention on \( z \)). The initial wave is

\[
\Theta'(x, z) = -A \cos \left( \frac{\pi}{2L} (x - x_0) \right) \sin \left( \frac{\pi (z + \Delta z/2)}{z_{\text{bot}} + \Delta z/2} \right)
\]

(27)

for \( x_0 - L < x < x_0 + L \) where \( L = 50 \text{ km} \), \( x_0 = 125 \text{ km} \), and \( \Delta z = 25 \text{ m} \). We present a single case with \( A = 2.0 \text{ C} \), which is the high amplitude case shown in Ilicak et al. (2012, Fig. 11b). The perturbation is a single hump of displaced isotherms that initiate symmetric waves propagating out from the center. The waves meet the solid (non-periodic) boundary after a day, and then return to the center, forming higher wavenumber modes as the waves interact and numerical dispersion takes place. After 200 days the domain is still active with internal waves, but the models differ substantially in their shapes and positions, as shown in Fig. 6, and Ilicak et al. (2012, Fig. 11).

As in the first two test cases, mixing is a strong function of horizontal viscosity (Fig. 7(b)); RPE increases in time and with lower viscosity. This is summarized in Fig. 7(c), where each simulation is represented by a symbol. The grid Reynolds number is computed using (18) with a characteristic velocity of \( U = \sqrt{2K E} \), where \( KE \) is the average kinetic energy from 10 to 100 days. MPAS-Ocean in isopycnal mode has zero mixing for the duration of the simulation. MPAS-Ocean, MITgcm, and MOM have similar mixing for the first 50 days, and diverge somewhat thereafter (Fig. 7(a)). MPAS-Ocean results are identical for z-level and z-star vertical coordinate settings because internal waves do not influence the sea surface height. This case was also tested in isopycnal coordinates, using 20 layers of constant temperature.

The internal wave case is the perfect test for the z-tilde scheme, introduced in Section 2.2. In the z-tilde scheme, layers move vertically with the internal waves, as they do in an isopycnal model. Layers are initially level and equally spaced for all simulations. Animations of z-tilde simulations show the grid moving with the internal waves, so that by 200 days the grid nearly follows the temperature profile (Fig. 6). In z-tilde mode, the grid may be initialized as level layers, or the initial layers may follow density contours.

The main parameter in the z-tilde scheme is the frequency filter time scale \( \tau_{\text{eff}} \). When it is smaller than the physical time scales in the model, everything is included in the low-frequency component, so the high-frequency thickness alteration \( (h^{\text{hf}}) \) approaches zero. In this case the grid does not move and the model behaves as it would with z-star. As the filter time scale is increased, more of the physical processes are included in the high frequency divergence, the grid moves more, and mixing is reduced. The internal wave test provides an illustrative example of how spurious mixing may be reduced by increasing the filter time scale (Fig. 7). All z-tilde tests used a time step of 300 s, a high-frequency thickness restoring timescale \( (\tau_{\text{hf}}) \) of 30 days, and no high frequency thickness diffusion \( (\kappa_{\text{hf}}) = 0 \).
The vertical cross-coordinate transport is correlated with RPE, and provides an indirect measure of mixing; in a stratified fluid, vertical cross-coordinate transport induces mixing. Vertical cross-coordinate transport is reduced as the filter time scale increases (Fig. 8). Note that this measure is different from vertical velocity; in a fully Lagrangian vertical coordinate, vertical cross-coordinate transport is zero, and the fluid’s vertical velocity is identical to the vertical motion of the grid. The z-tilde coordinate approaches a fully Lagrangian coordinate as \( sDlf \to 1 \).

3.5. Baroclinic eddies test case

The baroclinic eddies test case is the only one of the four idealized cases to use three dimensions and include the Coriolis force in the momentum equation. Horizontal mesh resolutions vary from 10 km, which is eddy permitting, to 1 km, where the large-scale structures of the eddies are well resolved, so this test case measures mixing under conditions closer to a realistic high-resolution global ocean models than previous cases.

The domain is an idealization of the Antarctic Circumpolar Current. It is configured with periodic boundaries in x and solid boundaries in y. Unlike similar idealized domains in the literature (Karsten et al., 2002; Hecht et al., 2008), this is a spin-down experiment with no surface wind or buoyancy forcing, so that the domain is a closed system. This ensures that RPE measures mixing without contamination by external influences.

The initial condition is stratified in the vertical, and shifts from warmer waters in the north to colder waters in the south within a
narrow band, centered about a sine oscillation in the $x$–$y$ plane (Ilicak et al., 2012, Fig. 15). The temperature distribution in the northern section is

$$H_0(z) = \frac{H_{\text{bot}} + H_{\text{top}}}{2} \frac{z_{\text{bot}}}{z_{\text{top}}},$$

where $H_{\text{bot}} = 10 \text{ C}$, $H_{\text{top}} = 13 \text{ C}$, and $z_{\text{bot}} = -975 \text{ m}$ (note sign convention on $z$). The southern portion of the domain is uniformly $DH = 1 \text{ C}$ cooler. The boundary between the northern and southern portions is defined by

$$yw(x) = \frac{y_0}{C_0} y_A \sin \left( \frac{\pi}{L_x} x \right),$$

where $y_0 = 250 \text{ km}$, $y_A = 40 \text{ km}$, $k = 3$, and $L_x = 160 \text{ km}$, so that three wavelengths fill a domain of width $L_x$. The temperature distribution is then

$$\Theta(x, y, z) = \begin{cases} \Theta_0(z) & y \geq y_w(x) + \Delta y, \\ \Theta_0(z) - \Delta \Theta \left( 1 - \frac{y - y_w(x)}{\Delta y} \right) & y_w < y < y_w + \Delta y, \\ \Theta_0(z) - \Delta \Theta & y \leq y_w(x), \end{cases}$$

so that the temperature is $\Theta + \Theta'$ within the patch $x_2 \leq x \leq x_3$, $y_w - \Delta y/2 \leq y \leq y_w + \Delta y/2$, where $x_2 = 110 \text{ km}$, $x_3 = 130 \text{ km}$, and $\Delta \Theta = 0.3 \text{ C}$.

A quadratic bottom drag is applied with a dimensionless coefficient of 0.01. The simulation is conducted on a southern hemisphere f-plane with a Coriolis parameter of $-1.2 \times 10^{-4} \text{ s}^{-1}$.

The tilted isopycnals are the source of potential energy for the baroclinic instability. Simulations are performed at resolutions with grid cell sizes of 1, 4, and 10 km and horizontal viscosities ranging from 1 to 200 $\text{ m}^2 \text{ s}^{-1}$. At high viscosities (low Reynolds numbers) kinetic energy is low, eddies are large and smooth, and mixing is slower. Low viscosity simulations (higher Reynolds num-
bers) are more energetic, the eddies mix the background temperature gradient, and RPE increases more quickly. Higher horizontal resolution reduces the mixing rate because the grid can resolve larger gradients between cold and warm water, particularly around eddies. As time proceeds the initial distribution of tilted isopycnals flatten out, and the eddies spread to the boundaries (Figs. 9 and 10). The rate of mixing slows significantly after 100 days when much of the initial temperature distribution has been smoothed.

Fig. 9. Baroclinic eddies test case: MPAS-Ocean with z-star, temperature, top layer (k = 1), using a resolution of ∆x = 1 km. Horizontal viscosity values of νh = 200, 20, and 1 are associated with grid Reynolds numbers of ReD = 0.3, 4, and 100.
(Fig. 11). The simulations shown in Fig. 12 were run with five values of viscosity ($\nu_h = 1, 5, 10, 20, 200$) for the 10 km and 4 km resolutions, and the lower four values for the 1 km resolution. For each viscosity, $\frac{dRPE}{dt}$ from POP z-level, POP z-star, MOM, and MITgcm are tightly clustered. MPAS-Ocean has lower mixing rates than the others; this is investigated further in the next section.

Models vary in the southern-most y-extent of warm water at day 200, with MITgcm at 60 km, ROMS between 0 and 50 km (Ilicak et al., 2012, Fig. 16a,d), and MPAS-Ocean and POP at 0 km (Figs. 9(h) and 10(b)), where all of these images are for $\nu_h = 20$ and $\Delta x = 1$ km. Differences in y-extent of the warm water appear to be unrelated to differences in $\frac{dRPE}{dt}$, as POP and MITgcm have similar values in Fig. 12 compared to MPAS-Ocean.

The baroclinic eddies test case is a good setting to compare z-level versus z-star in the same model, because it is three-dimensional, energetic, and runs for several hundred days. In z-star, the layer thickness is the same as in fixed z-levels, but with an additional small contribution to distribute SSH perturbations throughout the water column. These small changes in layer thickness do not reduce mixing in z-star. Indeed, $\frac{dRPE}{dt}$ results were nearly identical to z-level simulations for MPAS-Ocean in all cases (data not shown). Z-star is useful because the model may use extremely thin layers in the upper ocean. MPAS-Ocean has been successfully tested using z-star in realistic ocean domains with centimeter-thick layers. In addition, z-star can accommodate strong surface fluxes due to precipitation and evaporation without evacuating the top layer. The test cases and statistics presented here allow us to verify that z-star is working correctly. Fig. 12 includes data from the POP ocean model with the traditional z-level configuration (Maltrud and McClean, 2005), and the newly implemented z-star formulation, which is detailed in Appendix A.

MPAS-Ocean tests using z-tilde on the baroclinic eddies case produce velocities that deform the grid as the fluid adjusts from large temperature gradients in y. This is similar to the application of z-tilde to the lock exchange, discussed in Section 3.2. The baroclinic eddies test case is not near equilibrium, and is not an appropriate application of z-tilde.

### 3.6. Evaluation of advection methods and cell shape

The rate of mixing is strongly sensitive to the tracer advection method. Here we use the 4 km resolution baroclinic eddies test case to evaluate mixing as a function of the order of the advection method. This is motivated by results in Fig. 12, where MPAS-Ocean values for $\frac{dRPE}{dt}$ on a hexagon mesh are uniformly lower than POP, MOM, and MITgcm.

The tests were conducted within the framework of the flux-corrected transport (FCT) scheme, which is described for structured grids in Zalesak (1979) and Wang et al. (2009), and used in the development of transport schemes on unstructured grids in Skamarock and Gassmann (2011). The tracer flux at each cell edge, $F = uh\phi$, is composed of the velocity normal to the edge, $u$, the vertical thickness, $h$, and a value for the tracer, $\phi$, at that edge. In FCT, the flux

$$ F = F_l + r(F_H - F_l) $$

is the sum of a low-order flux, $F_l$, and a flux correction term (Wang et al., 2009, Eq. (8)). The weighting coefficient $r$ varies between 0 and 1 and is chosen to preserve monotonicity (i.e., no new minimums or maximums created in the tracer values). The low-order flux is chosen to be a monotonic method which, as a result, is diffu-
sive; the high order flux, $F_H$, while preferred for its accuracy, is not a monotonic scheme. The standard FCT option in MPAS-Ocean uses a first-order upwind scheme for $F_1$ and a third-order reconstruction of $\phi$ to the edge for $F_H$ in both the horizontal and vertical. If monotonicity has been preserved by the high-order scheme, then the algorithm sets $r = 1$ and only the high-order flux is used. Conversely, if $F_H$ violates monotonicity, $r$ is adjusted to add a portion of first-order upwind to the total flux. The scheme is formally first-order accurate due to the first-order contribution, but in practice produces smaller errors, as the leading-order truncation error term is much smaller than for second-order schemes (Skamarock and Gassmann, 2011). Fig. 13 shows a clear progression to lower $dRPE/dt$ values with higher-order advection. To vary the order of the FCT algorithm for this test, we set

$$F_H = \alpha F_1 + (1 - \alpha) F_2,$$

(34)
where $F_1$ is the flux from first-order upwind advection, and $F_2$ uses second-order tracer interpolation to the edge. The lowest order tested is pure first order, with $r = 0$. All other tests use FCT, where $r$ is chosen by the algorithm at each edge to preserve monotonicity. As $\alpha$ is reduced from 1 to 0, the high order flux is varied from first to second order, and $dRPE/dt$ is reduced in a regular fashion. Increasing from second to third-order tracer interpolation for $F_H$ produces nearly the same $dRPE/dt$ curve.

In these tests, the tracer advection schemes for MITgcm was 7th-order monotonicity preserving advection; MOM used the multi-dimensional piecewise parabolic method (PPM), which is third order and includes a monotonicity constraint (Ilicak et al., 2012); and POP was run with 3rd-order upwind, which is not strictly monotonic. These three models produce nearly identical $dRPE/dt$ values, despite differences in advection methods and orders. MPAS-Ocean, with its standard FCT algorithm, is a factor of 5–10 lower in $dRPE/dt$, but can be brought to similar values by diminishing the order just slightly ($\alpha = 0.05$).

Our ability to increase mixing by decreasing the order of the advection method does not necessarily single out the FCT algorithm as the cause of lower spurious mixing in MPAS. After all, there are many differences amongst these models. MPAS-Ocean’s hexagon horizontal grid cell shape is unique among these models and may be responsible for the reduced mixing; POP, MOM, and MITgcm all use quadrilateral grids. To test this hypothesis, the baroclinic eddies test case was repeated with MPAS-Ocean on a quadrilateral grid. The advection method is FCT with $F_H = F_2$. Mixing data from MPAS-Ocean on quadrilaterals is closer to the other quadrilateral models than MPAS-Ocean on hexagons (Fig. 12), particularly at higher grid Reynolds numbers. Reduced spurious mixing on hexagon grids may be due to the representation of velocity on C-grid cells. Each cell expresses velocity as six vector components pointing in three directions (three unique degrees of freedom per cell), which is a more detailed representation of a continuous velocity field than four vector components pointing in two directions, as in a quadrilateral grid (two unique degrees of freedom per cell). Due to their geometry, hexagons pack 12–15% more grid cells into the same domain as quadrilaterals. This slight increase in resolution is not enough to explain the observed difference in $dRPE/dt$ between hexagon and quadrilateral grids.

4. Global simulations

We now proceed to the global real-world simulations. Two tests were conducted: a ten-year spin-up from rest to test the $z$-tilde scheme, and a ten-year spin-up followed by an unforced spin-down, in order to measure RPE and compare to Ilicak et al. (2012). All simulations use a z-star vertical coordinate, and some spin-up simulations use z-tilde in addition to z-star (see Section 2.1). The horizontal mesh is quasi-uniform over the globe, with simulations performed at nominal cell widths of 120, 60, 30, and 15 km. The mesh is based on Voronoi tessellations with uniform mesh density, which results in cells that are almost all hexagons. Initial distributions of potential temperature and salinity are obtained from the annual mean WOCE climatology (Gouretski and Koltermann, 2004). For the spin-up simulations, monthly mean wind stress is obtained from “Normal Year” forcing data from the Coordinated Ocean Reference Experiment (CORE, Large and Yeager, 2004), and surface temperature and salinity are restored to the initial condition with a time scale of 30 days, as in Ringler et al. (2013). Surface restoring is different from standard CORE experiments, which prescribe the atmospheric state and use bulk formulas (Griffies et al., 2009). Configuration settings similar to those presented in Ringler et al. (2013), and include the following: 40 vertical layers, ranging in thickness from 10 m near the surface to 250 m in the deep ocean; quadratic bottom drag with a coefficient of 0.001; nonlinear equation of state by Jackett and McDougall (1995); monotonic flux-corrected tracer transport (Skamarock and Gassmann, 2011), with third order reconstruction of the tracer values at the cell edges;
split-explicit timestepping with 40 subcycles to step through $2\Delta t$, and long baroclinic time steps ($\Delta t$) of 3000, 2400, 1200, and 600 s for the 120, 60, 30, and 15 km resolutions, respectively. The horizontal turbulence closure is a simple biharmonic viscosity ($C_0 r_0^4$) operator with coefficients of $m_4 h_0 = \frac{m_0}{(\Delta x/\Delta x_0)^3}$ where $m_0 = 5 \times 10^{10}$ m$^4$ s$^{-1}$ and $\Delta x_0 = 15$ km cells. Zero horizontal diffusion is applied to the tracers. The vertical mixing is Richardson number-based, with background viscosity and diffusion of $10^{-4}$ m$^2$ s$^{-1}$ and $10^{-5}$ m$^2$ s$^{-1}$, respectively. Richardson number-based vertical tracer diffusion is on during the spin-up, and off for the spin-down. Constant vertical diffusion is a variable parameter for the spin-down simulations. See the MPAS-Ocean User’s Guide (Jacobsen et al., 2013) for more details on how these settings are applied.

4.1. Global spin-up

The z-tilde scheme was tested with a global quasi-uniform resolution of 60 km. Simulations begin from rest, and each layer has constant thickness in the horizontal. The filter time scale $\tau_{dfl}$ was varied from 0.1 to 10 days, and all cases used $\tau_{dir} = 5$ days and $K_{dir} = 0$. Over the ten-year spin-up, average horizontal kinetic energy increases over the first five years and then levels off. All simulations have similar circulation patterns (not shown) and average kinetic energy within 7% of each other (Fig. 14a).

The filter time scale is the main control on the frequency filtered coordinate system. When $\tau_{dir} = 0.1$ day, all baroclinic divergence is in the low frequency part, so the high frequency thickness is nearly zero. This simulation behaves the same way as when z-
...values before the 70 day spin-up value for each resolution, and then continued for one additional 60 km mesh. Timing excludes input and output calculations, and forward model increased by 4% per time step for the global minimum and maximum constraints (7). Compute times for the thickness, and then altering the desired thickness to be within (12) and (13), adding high frequency thickness to the desired ALE coordinate system is in solving the two additional prognostic equations (Section 3.4). 

...cause the grid Reynolds number to be zero in the horizontal and constant in the vertical, with a coefficient varying from $K_v = 0$ to $K_v = 10^{-8}$ m$^2$ s$^{-1}$ (Ilicak et al., 2012).

Mixing is a strong function of vertical tracer diffusion; for all models, $dRPE/dt$ increases with $K_v$ at a fixed resolution (Fig. 16). At lower resolutions, POP displays the highest mixing, MOM the least, and MPAS-Ocean is between the two. Both POP and MOM use nominally one-degree quadrilateral grids with typical horizontal grid length of 100 km. For a particular $K_v$, all the low-resolution simulations report $dRPE/dt$ values within a factor of two, and so appear to be in good agreement overall.

...proceeds to higher resolution, MPAS-Ocean simulations have less mixing. This is similar to the behavior of the baroclinic eddy case at a fixed horizontal viscosity (Fig. 12). Ilicak et al. (2012) found the opposite: their MOM 1/4° spin-down produced higher $dRPE/dt$ than the one-degree case due to mixing by the eddies. In order to better understand these differences, we conducted a sensitivity study of $dRPE/dt$ versus grid Reynolds number (Fig. 17). In a typical series of simulations with varying resolution, the biharmonic viscosity is chosen to scale with $(\Delta x)^{2}$, so that the grid Reynolds number is nearly constant (see Eq. (19)). This is the case for the MPAS-Ocean simulations in Fig. 16 with $K_v = 0$, which appear as the middle points in Fig. 17, with grid Reynolds numbers between 5 and 10. (Small differences between these two series are due to monthly versus annual mean forcing during the spin-up in Figs. 16 and 17, respectively.) The results in Fig. 17 all used $K_v = 0$, were spun-up for ten years with a standard $v_0$ value for each resolution, and then continued for one additional year of spin-up with the tested $v_0$ values before the 70 day spin-down experiment. At the lowest grid Reynolds number, the fluid is sufficiently viscous that spurious mixing, as measured by $dRPE/dt$, is not resolution dependant. For more typical values of viscosity, the spurious mixing decreases monotonically with increasing resolution at a fixed grid Reynolds number. With this information, a user may choose the value of numerical mixing they are willing to live with, and then read off the required resolution for a given grid Reynolds number. 

The addition of $z$-tilde did not cause any appreciable reduction in $dRPE/dt$ in the global spin-down experiments. The $z$-tilde coordinate is only appropriate for well-equilibrated simulations. The spin-down simulations begin by turning off wind forcing and surface restoring at year ten of spun-up simulations, causing large transient flows to readjust to the new forcing conditions. As shown with the lock exchange test case (Section 3.2), transient flows that...
Fig. 16. Global spin-down case: rate of change of RPE for (a) lower and (b) higher resolutions, averaged over day 20 to 70. MPAS-Ocean cases use a z-star vertical coordinate (no cases use z-tilde). Grid Reynolds numbers are 0.64, 0.81, 0.96, and 1.15 for the 120 km, 60 km, 30 km, and 15 km resolutions, respectively, when $\chi_v = 0$.

Fig. 17. Global spin-down case: Rate of change of RPE versus grid Reynolds number for MPAS-Ocean simulations with zero vertical diffusion, averaged over day 20 to 70, using a z-star vertical coordinate. No cases use z-tilde. For a fixed resolution, the grid Reynolds number varies with the biharmonic viscosity coefficient. Squares highlight standard values of grid Reynolds numbers for MPAS-Ocean simulations, which are near one.
It was shown that z-tilde is not appropriate in simulations with large, fast transient flows, such as the lock exchange, overflow, and baroclinic eddies test cases, and the global spin-down. In these cases the grid follows the fast flows in a Lagrangian manner, but becomes too distorted, so that mixing is not reduced from a z-level or z-star coordinate. The z-tilde scheme is effective at reducing mixing for small, fast perturbations, such as those caused by internal gravity waves.

Development of MPAS-Ocean began in 2010, and progressed to its first public release in 2013. The comparisons against long-standing ocean models presented here have been an intrinsic part of model development, verification, and improvement. In particular, these results show that the MPAS-Ocean vertical coordinate is robust, and produces spurious mixing that is similar to or less than other ocean models.
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Appendix A. The POP z-star formulation

The new POP vertical coordinate may be run in z-level or z-star mode. It is not a full ALE implementation, which requires a prognostic thickness equation, as in (2), but diagnoses the thickness based on the sea surface height (SSH),

\[ h_k = d z_k \left( 1 + \eta \frac{W_k}{\sum_{d R P E} d z_k W_k} \right). \]  

(A.1)

where the weights \( W_k \) are described in Table 3, \( \eta \) is the SSH, and \( d z_k \) is the original thickness of the z-level model.

We refer to the POP reference manual (Smith et al., 2010), hereafter POP. The z-level form of the momentum equation requires the addition of the \( \nabla z_{mid} \) term for tilted layers, shown in (1). This has the form

\[ \left( \frac{\rho g}{\rho_0} \delta z_{mid}^2 - \frac{\rho g}{\rho_0} \delta t \delta z_{mid} \right). \]  

(A.2)

added to the right-hand sides of POP Eqs. (3.21) and (3.22).

The tracer equation becomes thickness weighted, so that POP Eq. (3.11) is now

\[ \frac{\partial}{\partial t} h \phi + d z L_t(\phi) = d z D_t(\phi) + d z D_v(\phi) + d z F_w(\phi), \]  

(A.3)

where the tracer advection, horizontal diffusion, vertical diffusion, and freshwater input remain unchanged (POP Eqs. (3.13), (3.14), (3.18), (3.19)).

In the time stepping, the barotropic step remains untouched. The baroclinic time-stepping will change by factors of thickness in many places. Previously in z-level coordinates, a scaling factor was included to account for SSH in the top layer only (POP Eq. (3.12)),

\[ \xi = \frac{\delta t}{d z L_c} \eta. \]  

(A.4)

The tracer equation is now thickness-weighted, so that the factor \((1 + c^2)\) may be replaced by \(h^2\) in the predictor/corrector time stepping scheme, and likewise for \(n + 1\) and \(n - 1\) (POP Eqs. (4.1)–(4.15)).
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