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Abstract

We discuss the coupling processes between surface gravity waves and adjacent winds and currents in turbulent boundary layers. These processes mediate exchanges of momentum, heat, and gases between the atmosphere and ocean and thus are of global significance for climate. Surface waves grow primarily by pressure-form stress from airflow over the waveforms, and they dissipate in the open sea by wave breaking that injects and stirs momentum, energy, and bubbles into the ocean. Wave motions pump wind eddies that control fluxes across the lower atmosphere. Flow separation occurs behind steep wave crests, and at high winds the crests flatten into spume, which diminishes the drag coefficient. In the ocean the Lagrangian-mean wave velocity, Stokes drift, induces a vortex force and material transport. These generate Langmuir circulations penetrating throughout the boundary layer and enhancing entrainment at the stratified interior interface in combination with other turbulent eddies and inertial-shear instability.
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1. INTRODUCTION

The marine atmospheric boundary layer (ABL) and oceanic boundary layer (OBL) are teeming with small- and large-scale flow processes. Spray, bubbles, turbulence, vortical structures, buoyant plumes, and surface and internal waves are important fluid dynamical processes that populate the boundary layers and influence the important vertical transport of momentum and scalars. The ABL and OBL connect fluxes at the boundary and interior interface similar to the terrestrial ABL and to engineering wall-bounded flows. They are distinctively characterized by high Reynolds number, stratification, and perhaps most importantly by coupling that is through a dynamic interface shaped by gravity waves. The surface waves that develop and connect the ABL and OBL span wavelengths ranging from millimeters to hundreds of meters, depending on the duration and magnitude of the wind forcing. The surface wave field moves randomly, propagates rapidly, supports wind stress, breaks intermittently, forces winds in the atmosphere, and induces Langmuir circulations (LCs) in the ocean. Surface gravity waves interact with turbulent winds and currents in surprising and beautiful ways, as demonstrated by the sea surface under high wind conditions (Figure 1).

The vertical dimensions of the ABL $O$ (500 m), OBL $O$ (50 m), and surface wave field $O$ (5 m) are quite modest compared to the overall height and depth of the atmosphere and ocean. Nevertheless, boundary-layer turbulence and surface waves play a critical role at larger scales as they regulate the functioning of Earth’s climate and weather systems. Coupling of the atmosphere to the ocean through wave processes is particularly important and impacts numerous scientific and engineering air-sea disciplines. Climate forecasts are dependent on the turbulent exchange of momentum and scalars at the air-sea interface and at the depth of the ocean mixed layer (Large et al. 1994, McWilliams 1996). Wave breaking and the subsequent generation of bubbles and spray control gas exchange (D’Asaro & McNeil 2007, Wanninkhof et al. 2009), impact stratocumulus-cloud-deck formation (Stevens et al. 2003), alter ocean acoustics (Melville 1996), and influence the remote sensing of sun glitter (Munk 2009). Hurricane intensity and track predictions are crucially dependent on the air-sea-interface drag and enthalpy coefficients and the
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Photograph of sea-surface and breaking waves in Hurricane Isabel taken from a low-level flight during the CBLAST field campaign (Black et al. 2007). Image provided by Michael Black.
mixing efficiency of the OBL (Emanuel 2004, Sanford et al. 2007). Turbulent hurricane wakes also generate plankton blooms through the entrainment of cool fresh water at the base of the thermocline (Lin et al. 2003). Statistical wave-prediction models rely heavily on parameterization of the wind-input (wave growth) and dissipation (wave breaking) terms that appear as source terms in the wave-action equation (Komen et al. 1994, Janssen 2008).

The present understanding of the fundamental processes that connect winds, waves, and currents is partly inhibited by the challenging task of acquiring outdoor observations: Platform movement, sensor technology, cost, and broadband variability of the atmosphere, ocean, and wave fields all limit the acquisition of observational data sets in the marine surface layers. The CBLAST (coupled boundary-layers air-sea transfer) field campaigns (Black et al. 2007, Chen et al. 2007, Edson et al. 2007) are recent attempts to connect marine boundary layers over a range of wind speeds, taking into account the importance of waves in the coupling process. Data interpretation in an air-sea environment is difficult: Moving platforms alter the measurement of vertical momentum and scalar fluxes (Graber et al. 2000), and the large nearly irrotational motions associated with waves swamp the signal from turbulent currents, making the creation of even turbulent kinetic energy (TKE) budgets in the upper ocean challenging compared with its atmospheric counterpart.

Computational simulation of the marine boundary layers is equally challenging. Computer power (Bement 2007) is not capable of resolving all scales in a high–Reynolds number turbulent surface layer (Pope 2000, p. 346). Furthermore, existing numerical algorithms cannot capture a mobile wave field that breaks intermittently and spans scales ranging from small-scale bubbles, $O(1 \text{ mm})$, to long-wavelength swell, $O(150 \text{ m})$. One-dimensional (1D) column models of the marine boundary layers relegate wave effects into an effective surface roughness by analogy with the terrestrial ABL (Donelan 1998). Direct coupling of air and water under steady-state conditions that account for different physical properties (density, viscosity) is possible using turbulence closures (Eifler 2005) but is only applicable to low-wind situations in which waves have small amplitude and do not break. Wave processes and their coupling to the marine boundary layers are poorly represented or neglected in weather and climate models.

The topic of air-sea coupling is extensive, and the current review can only address a few elements of the coupling process. Free-surface flows are intriguing (Tsai & Yue 1996), and the computational algorithms used to study these flows are evolving to include a wider spectral range of scales, but they are intentionally omitted from this limited review. Broader descriptions of air-sea interaction phenomena can be found in Csanady (2001), Melville (1996), Phillips (1977), and Thorpe (2005). Our perspective of atmosphere-ocean interaction described here focuses on small-scale processes and adopts a two-step conceptual view of the coupling between air and water. In this model, the primary job of surface winds is to supply momentum and energy to grow and maintain the wave field, as outlined in Section 2. Waves drive currents and energize the ocean boundary layer through wave-current interactions and wave breaking as discussed in Section 3. The marine boundary-layer culture has roots firmly cemented in Monin-Obukhov similarity theory (also known as the law of the wall) near the wave interface outside of a thin-diffusive sublayer. One of our themes is to examine under what conditions this is true.

2. WINDS AND WAVES

Here we introduce terminology and nomenclature that commonly appear in our discussion. Variables with subscripts $(a, o)$ denote atmospheric and oceanic quantities, respectively. Hence the air and water fluid densities are $(\rho_a, \rho_o)$. As is common in all geophysical boundary layers, the near-surface turbulent stresses in the ABL and OBL are $\tau_{a,o}$, and by analogy with solid-wall boundary layers, they define friction velocities $u_{*,a,o}$, i.e., $u_* = \sqrt{|\tau|/\rho}$. 

| CBLAST: coupled boundary-layers air-sea transfer |
| TKE: turbulent kinetic energy |
We refer to the basic properties of a surface gravity wave: A propagating monochromatic surface wave has height \( \eta = a \cos[k(x - ct)] \), where \( a \) is the amplitude and \( (k, \lambda) \) are the wave number and wavelength linked to the phase speed \( c \) by a (deep-water) dispersion relation \( c^2 = g/k = g\lambda/2\pi \) with \( g \) gravity. The wave has radial frequency \( \omega = kc \), slope (or steepness) \( = ak \), and energy \( E = \rho_w ga^2/2 \) (e.g., Lighthill 1978).

In the wind-wave-current literature, the ratio \( c_p/u^* \), where \( c_p \) is the phase speed of the peak energy in the wave-height spectrum, is called the wave age. Under idealized conditions (in local equilibrium with the wind), the properties of wind waves depend only on fetch (or distance from shore), friction \( u^* \), and gravity \( g \). Wave age serves as a surrogate variable for fetch (Csanady 2001, p. 11). Often the literature also refers to wave age as \( c_p/U_a \), where \( U_a \) is a reference surface wind speed usually measured at the height \( z = 10 \) m in outdoor observations. When Monin-Obukhov similarity theory holds, there is a direct conversion between wind speed and friction velocity. We use both \( c_p/u^* \) and \( c_p/U_a \) in our discussion. When winds and waves reach equilibrium or full development (i.e., wave field statistics are stationary), \( c_p/u^* \sim 30 \) and \( c_p/U_a \sim 1.2 \) (Alves et al. 2003). Growing seas are \( c_p/u^* < 30 \) or \( c_p/U_a < 1.2 \), which we call the wind-driven wave regime. Old seas are \( c_p/u^* > 30 \) or \( c_p/U_a > 1.2 \), which we call the wave-driven wind regime.

### 2.1. Wind-Driven Waves

Under the action of wind, wave amplitude and energy generally vary exponentially with time (e.g., Miles 1957),

\[
a(t) = a_0 e^{\beta t/2}, \quad E(t) = E_0 e^{\beta t},
\]

with the fractional input of energy to the wave

\[
\zeta = \frac{\rho_w}{\rho_e} \beta,
\]

where \( \beta \) is a dimensionless growth rate. \( \beta \) can be written in terms of surface pressure and viscous stresses (e.g., Belcher & Hunt 1998, Mastenbroek et al. 1996) but is dominated by the correlation between surface pressure and wave slope \( \langle p\eta \rangle \), i.e., by the surface-form stress or drag (Donelan 1999, Donelan et al. 2006). Determining the dependence of sea-surface drag on environmental conditions (e.g., wind speed, wave age, wave height, wave slope, and wind-wave alignment) still remains a core focus of wind-wave research (Jones & Toba 2001).

Direct field measurements of the wave-induced pressure in airflow over waves are rare, and consequently there is a dispute about the underlying mechanisms leading to wave growth. Belcher & Hunt (1998) provide an extensive review of their theory for flow over water waves based on the asymptotic scalings used in turbulent flow over low hills. The theory exposes the delicate coupling between surface pressure distribution and the overlying turbulence. Far from the surface, the turbulence evolution is assumed to be dominated by mean flow straining in which rapid distortion theory applies. Close to the surface, the turbulence timescale is fast compared to mean advection over the wave; turbulence is then in local equilibrium with production, balancing dissipation. Spatially varying pressure gradients working on turbulent stresses in the inner region lead to asymmetrical streamline thinning and thickening around a wave crest, which leads to a net form drag without flow separation, i.e., nonseparated sheltering. (The pressure drag induced by turbulent boundary-layer growth over an airplane wing is a broadly similar mechanism.) The experimental data of Mastenbroek et al. (1996) provide some support for the rapid distortion mechanism in the outer region.
The competing physical interpretation for the growth of wind waves is the critical-layer mechanism first pioneered by Miles (1957) and refined by several authors (Janssen 1991); it still remains a basis for parameterizing wave growth in statistical wave models (Janssen 2008). In a frame of reference moving with the phase speed of the wave, a critical level (layer) develops at the height at which the wind speed \( u = c \), roughly \( z_c \sim z_o e^{\kappa c/u^*} \) (where \( z_o \) is the roughness of the surface and \( \kappa \) is the von Kármán constant). Lighthill (1962) interpreted the Miles mechanism in terms of vorticity redistribution at the wave surface, and Janssen and colleagues (Komen et al. 1994, chapter II) showed how the Miles instability relies on negative curvature in the wind profile. The Miles mechanism is difficult to test with measurements because a logarithmic wind profile with curvature is near the edge of the viscous sublayer, as suggested by Phillips (1977). These results show that distortion of the time-averaged streamlines and the maximum drag occur when the critical layer is similar to predictions by second-order closure models but with a higher maximum at a lower wave age. Meirink & Makin (2001) attributed this to Reynolds number effects, and thus viscosity gradients are relatively weak). A difficulty in assessing the importance of nonseparated sheltering dynamics versus critical-layer dynamics is that both occur simultaneously for wind-driven waves.

Despite continued refinement, the existing theories and models are unable to reconcile their predictions with available measurements, thus hinting at missing dynamics. Model predictions are systematically low by roughly a factor of two compared to measurements by Peirson & Garcia (2008, their figure 4) and Belcher & Hunt (1998, their figure 8). Peirson & Garcia (2008) re-examined existing data sets, as well as provided new measurements, and concluded that wave slope is a critical missing ingredient. Their analysis shows normalized \( \beta \) increases with decreasing \( ak \). They proposed that a significant wave coherent tangential stress develops as a result of interactions between short waves riding on long monochromatic waves when \( ak < 0.1 \), whereas \( for \ ak > 0.1 \), the large surface drift associated with fast-moving waves effectively suppresses small waves by inducing rapid breaking.

A complementary approach to theory and measurements is to examine turbulent flow over moving waves using turbulence-resolving direct numerical and large-eddy simulations (DNS and LES). In the case of DNS all scales—energy-containing eddies down to the viscous dissipation range—are resolved, but the limitation is low Reynolds number (Moin & Mahesh 1998). Geophysical LES with no explicit Reynolds number and with a \( z_c \) representation of surface roughness can be used to model the energy-containing range of outdoor flows, but with the uncertainty associated with modeling unresolved subgrid-scale motions (Hatlee & Wyngaard 2007, McWilliams et al. 1997, Moeng 1984, Sullivan et al. 2003).

There are only a handful of DNS solutions for turbulent flow over a propagating wave (Kihara et al. 2007, Shen et al. 2003, Sullivan & McWilliams 2002, Sullivan et al. 2000). Our solutions replicate features of laboratory experiments and outdoor observations. For a wave slope of \( ak = 0.1 \), the results show that surface waves influence the mean wind profiles, vertical momentum fluxes, variances, and surface pressure for wave ages \( \epsilon u_{ad} = [0–22] \). The form stress across \( u_{ad} \) is similar to predictions by second-order closure models but with a higher maximum at a lower wave age. Meirink & Makin (2001) attributed this to Reynolds number effects, and thus viscosity is a potential contributing factor to the underprediction of wave growth. Flow visualization of the horizontal velocity fields illustrates wind-wave coupling. The low-speed streaks characteristic of flat-wall boundary layers are disrupted by the imposed waves over a depth \( z \sim 1/k \). Conditional sampling of the DNS flow fields identifies a region of closed streamlines (or cat’s-eye pattern) centered about the critical-layer height, which adapt to the wave depending on \( c/u_{ad} \). The maximum distortion of the time-averaged streamlines and the maximum drag occur when the critical layer is near the edge of the viscous sublayer, as suggested by Phillips (1977). These results show that critical layers persist and play a dynamical role in these low-Reynolds number DNS.

**DNS:** direct numerical simulation  
**LES:** large-eddy simulation
2.2. Wave-Driven Winds

Over the open ocean, winds with significant space-time variability generate surface wave fields with broadband frequency. Hanley (2008) constructed climatological maps of wave age \( c_p / U_a \) from surface winds and wave-height spectra that show a rich mixture of growing and old sea states over the globe. The results are seasonally dependent, but generally in the storm tracks, strong winds force wave fields toward equilibrium, \( c_p / U_a \to 1.2 \), whereas in expansive tropical regions, light winds riding above swell lead to old sea states with \( c_p / U_a > 1.2 \). Swell waves are the long-wavelength components left over from previous and often remote wind-generation events. Swell can propagate long distances with little dissipation, move in arbitrary directions with respect to the local winds, and dominate the local wave field when winds are light, \( U_a \sim \mathcal{O}(5 \text{ m s}^{-1}) \). Our surface-layer observations (Sullivan et al. 2008) find that swell frequently coexists and dominates local wind waves. The presence of swell makes the wave-driven wind regime \( c_p / U_a > 1.2 \) unique.

Swell can induce significant misalignment between surface winds and turbulent stress and generally invalidates the use of Monin-Obukhov similarity theory that assumes wind-stress alignment. Surface observations by Grachev et al. (2003) show the stress vector may deviate widely from the mean wind flow, including cases in which stress is directed across and even opposite to the wind when \( U_a < 5 \text{ m s}^{-1} \) or less. Also, in certain circumstances, wind following fast-moving swell induces momentum transport from the ocean to the atmosphere (Grachev & Fairall 2001, Smedman et al. 1999, Sullivan et al. 2008), i.e., in the opposite direction to the wind-driven wave regime (Section 2.1). This is accompanied by the formation of low-level jets, i.e., slightly super geostrophic winds in the region \( z \sim 20 \text{ m} \) above the ocean surface (Donelan & Dobson 2001, Miller 1999). Meteorological conditions in the Baltic Sea frequently lead to a wind-following-swell regime in the aftermath of strong gales, and the above features were observed by Smedman et al. (1994, 1999). Surprisingly, Smedman et al. (1994) also found that the upper levels of the ABL are modified; e.g., they found vertical momentum flux \( \langle u'w' \rangle > 0 \) up to \( z \sim 200 \text{ m} \), which is opposite in sign to conventional shear-driven boundary layers above rough surfaces.

To examine interactions between atmospheric turbulence and swell, we adapted our LES model of the full marine ABL to include propagating sinusoidal modes at its lower boundary (Sullivan et al. 2008). The wave-driven wind regime is an ideal, but computationally expensive, LES problem. Long-wavelength swell modes with \( \lambda \approx 100 \text{ m} \) are well resolved in a typical mesh (e.g., \( 1200 \times 1200 \times 800 \text{ m} \) with \( 250 \times 250 \times 96 \) grid points), but the fast propagation speed \( c_p \approx 12.5 \text{ m s}^{-1} \) severely limits the computational time step, and the iterative solution for the pressure needed to satisfy \( \nabla \cdot \mathbf{u} = 0 \) is expensive. The process studies conducted include cases with stationary bumps, swell propagating with the wind, and swell propagating against the wind, all with the same large-scale but weak geostrophic pressure gradients. The wave age is \( c_p / U_a > 2 \), and reaching a statistically steady state requires more than 200,000 time steps.

The LES results corroborate and explain many of the curious observations in the wave-driven wind regime. The surface-layer winds are strongly coupled to the structure of the near-surface pressure field (i.e., the resolved surface-form stress). In flow over wind-opposing waves, the resolved-form stress acts as a drag on the winds, whereas for wind-following waves, it acts as a thrust. In the latter situation, LES predicts momentum transfer from the ocean to the atmosphere and the generation of a low-level jet; the magnitude of the winds at \( z \sim [10–20] \text{ m} \) is approximately 10% greater than the geostrophic wind and varies with surface heating. The jet formation results from a wave-induced turbulent momentum flux divergence that accelerates the flow and from a retarding pressure gradient, both of which are opposite to the momentum balance in classical shear boundary layers. In a neutrally stratified ABL, the presence of a low-level jet reduces the mean shear between the surface layer and the top of the ABL, leading to a near collapse of turbulence in the ABL.
Quadrant analysis of the vertical momentum flux in the marine surface layer for varying wave age with wind-following and -opposing waves. Here wave age is corrected for the alignment angle $\phi$ between the wind direction and the wave-propagation direction. The quadrants are defined as $Q_1^{(+)} = (u' > 0, w' > 0)$, $Q_2^{(-)} = (u' < 0, w' > 0)$, $Q_3^{(+)} = (u' < 0, w' < 0)$, and $Q_4^{(-)} = (u' > 0, w' < 0)$. CBLAST results (Edson et al. 2007) are indicated by the blue circles; the observations of Smedman et al. (1999) are denoted by the red circles; results for flow over stationary roughness (note wave age $= 0$) are indicated by the purple circles; and large-eddy simulation results at $z \approx 15$ m above the surface are indicated by $\otimes$. For $C_p/U_0 \cos \phi = 1.2$ and greater, waves transfer positive momentum to the atmosphere in quadrants $Q_1$ and $Q_3$, thus making the ratio $-(Q_2 + Q_4)/(Q_1 + Q_3)$ smaller. Figure taken from Sullivan et al. 2008 and used by permission from the American Meteorological Society.

The boundary-layer mean wind profile, turbulence variances, and vertical momentum flux are then highly dependent on the nature of the wave field. The LES predictions for the dependence of vertical momentum flux on wave age (Figure 2) are also found in field observations. Using a 1D column model of the neutrally stratified Ekman boundary layer, Hanley & Belcher (2008) and Makin (2008) demonstrated that low-level jets can be generated from a realistic full-wave spectrum and a simple model for the wave-induced momentum flux at the surface.

### 2.3. Steep Waves

Photographs of the wind-driven sea surface show a continually evolving pattern of small-scale waves with wavelength $\mathcal{O}(m)$ or less. These small-scale waves, termed microbreakers, grow rapidly; are steep, $ak > 0.1$; and frequently break without visible air entrainment (Banner & Peirson 1998). In general, steep and breaking waves introduce a new route to wind-wave coupling (e.g., flow separation) that is not considered in Sections 2.1 and 2.2. Donelan et al. (2006) and others advocate flow separation as an important missing mechanism in theoretical models of wave growth. Compared to the extensive literature on boundary-layer separation from solid surfaces, there are relatively few laboratory studies focused on separation over moving-water waves and almost none over the ocean (Donelan et al. 2006).

Laboratory experiments utilizing improved instrumentation are advancing the present understanding of this aspect of wind-wave coupling. Using visualization and particle image velocimetry,
Veron et al. (2007) and Reul et al. (2007) provide compelling and quantitative evidence for flow separation over young strongly forced wind waves. Figure 3 shows instantaneous velocity vectors in a 2D vertical plane collected over a wind-driven water surface; the measurements extend down to the water surface and adequately sample the air viscous sublayer $z^+ \leq 10$. The disrupted streamline patterns downwind of the wave crest and the instantaneous spanwise vorticity contours are strong indicators of flow separation. In this image, there is scant evidence of wave breaking, which is the usual criterion used to predict the onset of separation (Banner & Melville 1976, Gent & Taylor 1977). Theoretical analysis assumes steep but symmetrical waveforms, whereas Reul et al. (2007) showed that waveform asymmetry is an important characteristic of separated flow over waves.

A separated flow region downstream of a wave crest strongly couples the near-surface viscous layer with the outer flow similar to flow past a backward facing step with the surface pressure field dependent on the location of the fluctuating reattachment point. Understanding the frequency and spatial extent of flow separation is important because pressure measurements at a fixed height over the ocean are often extrapolated to the surface, assuming potential flow (Snyder et al. 1981). This can be a source of error in estimates of the pressure wave-slope correlation and hence can lead to errors in the surface-drag calculation.

2.4. Drag Laws and High Winds

In outdoor flows, sea-surface drag depends on the form-stress distribution at scales ranging from capillaries to those beyond the peak in the wave spectrum. Predicting $\beta$ in the presence of swell, breaking waves, and intermittent airflow separation across this scale range with LES or DNS is well beyond present computational ability. Large-scale weather and ocean-wave forecast codes, as well as climate-prediction models, rely on the bulk aerodynamic drag formula

$$\tau_a = \rho a C_d |U_a| |U|,$$

which determines the atmospheric momentum flux $\tau_a$ in terms of the wind vector $U_a$ and a drag coefficient $C_d$. All the wind-wave coupling processes are lumped into a single unknown transfer coefficient. Observational studies utilize eddy correlation or inertial dissipation measurements of turbulent flux to determine $C_d$ (Edson et al. 2007). The use of Equation 3 is based on the assumption that $\tau_a$ obeys Monin-Obukhov scaling in the surface layer (Fairall et al. 2003).

A large body of observational evidence confirms that $C_d$ varies linearly with wind speed over the range $[5–25]$ m s$^{-1}$ with slight variations due to sea state. In the lower wind-speed range, $U_a < 5$ m s$^{-1}$, Edson et al. (2007) showed wide scatter in $C_d$ measurements, partly because of sampling errors but also because of wave-driven winds caused by swell (Section 2.2). Wind-wave tank measurements (Donelan et al. 2004), shown in Figure 4, convincingly replicate the linear variation observed outdoors but also exhibit an unexpected trend—saturation for wind speeds above $30$ m s$^{-1}$. Recent results collected in hurricanes verify the laboratory trends but find lower saturated values with a possible decrease at large $U_a$ (Powell et al. 2003). Candidate mechanisms that are invoked to explain drag-coefficient saturation include spray generation (Bye & Jenkins 2006) and flattening of wave crests accompanied by extensive flow separation, which eliminates small-scale roughness in the wave troughs (Donelan et al. 2004).

A drag plateau impacts high-wind atmospheric and oceanic forecasts. As maximum hurricane intensity varies inversely with $C_d$ (Emanuel 2004), a saturated drag coefficient leads to a prediction of more powerful storms. Ocean models are only able to match observations by utilizing a saturated $C_d$ (Sanford et al. 2007, Zedler 2007); linear extrapolation of Large & Pond’s (1981) drag coefficient to high winds significantly overestimates mixing in ocean models.
Figure 3
Separated airflow over a strongly forced laboratory wave from Veron et al. (2007). (a) The instantaneous streamline pattern for a wind speed $U_a = 5.7$ m s$^{-1}$; (b) the corresponding vorticity field; and (c) the near-surface estimates of the surface parallel velocity $U_s$ and the average buffer-layer velocity $U_b$. The velocities are shown in a frame of reference moving with the phase speed of the surface wave $c$. $(U_s, U_b) - c < 0$ in the separated flow region. Image provided by Fabrice Veron, used with permission from the American Geophysical Union.
3. WAVES AND CURRENTS

3.1. Modeling Wave-Current Interactions with Vortex Forces

The widespread existence of LCs in outdoor flows (lakes, tidal channels, open ocean) over a wide range of forcing conditions has motivated the development of theoretical and numerical models of wave-current interactions (Leibovich 1983, Thorpe 2004). Conceptually, LCs are viewed as a steady array of counter-rotating vortices with their elongated primary axis aligned with the wind. A visual signature of LCs is the collection of surface foam and debris into meandering lines that often join in the downwind direction, as shown in Figure 5a. Subsurface observations can track the evolution of LCs by following bubbles trapped in the downwelling regions between vortices using sidescan sonar (Smith 1998, Thorpe et al. 2003a), and LCs are identified in measurements collected from current profilers (Gargett & Wells 2004). LCs are regarded as an important coherent structure of (wavy) upper-ocean dynamics that coexist with shear eddies and buoyant plumes. This mixed regime of surface waves and unsteady currents is referred to as Langmuir turbulence (McWilliams et al. 1997).

The most compelling theoretical interpretation for the formation and evolution of LCs is as a wave-current instability first theoretically discovered by Craik & Leibovich (1976) with refinements discussed by Leibovich (1983). The fundamental Craik-Leibovich instability mechanism (CL2) relies on amplification of background current perturbations with vorticity $\omega$ by a vortex force $u^S \times \omega$, where $u^S$ is the Lagrangian mean-wave velocity or Stokes drift (see Leibovich 1983, figure 3). McWilliams & Restrepo (1999) and McWilliams et al. (2004) generalized and extended the CL theory to include wave effects in finite-depth water, and Lane et al. (2007) showed how wave-averaged equations follow from either a radiation-stress or vortex-force representation of the advection term $u \cdot \nabla u$. They found that vortex force is the dominant wave-averaged effect on currents outside the near-shore surf zone.
Figure 5

(a) Photograph of converging foam lines generated by Langmuir circulations in the Great Salt Lake (image provided by Stephen Monismith). (b) Movement of surface particles in large-eddy simulations from McWilliams et al. (1997). Particles are randomly released at $t = 0$ in panel i. Panels ii, iii, and iv show particle positions 480, 960, 1280 s later, respectively. The green and blue contours are positive and negative values of streamwise vorticity $\pm 0.0055 \, s^{-1}$ in the region $0 < z < 10$ m below the water surface. Notice the particle migration into the regions between the Langmuir cells and the mergers that occur at forward-looking Y junctions.

LES models with varying levels of wave effects (Grant & Belcher 2009, Harcourt & D’Asaro 2007, Li et al. 2005, Skyllingstad & Denbo 1995) are adding insight into turbulent OBL dynamics and, with increasing computer power, are able to simulate turbulent flows forced by a long-time wind history (Section 3.3). An example of an LES model, based on the CL equations, with wave effects is described by McWilliams et al. (1997) and Sullivan et al. (2007). The model is based on an incompressible Boussinesq formulation with a TKE subgrid-scale parameterization (Moeng 1984). Schematically, the governing CL equations for momentum, density, and subgrid-scale TKE...
with wave-current interactions are

\[
\frac{\partial \mathbf{u}}{\partial t} = \ldots - f \hat{k} \times \mathbf{u}^S + \mathbf{u}^S \times \mathbf{\omega}, \tag{4a}
\]

\[
\frac{\partial \hat{\rho}}{\partial t} = \ldots - \mathbf{u}^S \cdot \nabla \hat{\rho}, \tag{4b}
\]

\[
\frac{\partial e}{\partial t} = \ldots - \mathbf{u}^S \cdot \nabla e - \tau_{ij} \frac{\partial u^S}{\partial x^3}. \tag{4c}
\]

In Equation 4, \((\mathbf{u}, \mathbf{\omega})\) are resolved-scale velocity and vorticity, respectively; \(f\) is the Coriolis parameter; \(\hat{\rho}\) is the density; \(\epsilon\) is the subgrid-scale TKE; and \(\tau_{ij}\) is the deviatoric subgrid-scale stress tensor. The added wave effects are Coriolis-Stokes and vortex-force terms in Equation 4a, Lagrangian mean advection of material tracers in Equations 4b and 4c, and Stokes production of subgrid-scale energy in Equation 4c. There is also a wave contribution to the pressure in the form of a Bernoulli head (McWilliams et al. 2004). Ensemble closure models (e.g., Rascle et al. 2006) include the Coriolis-Stokes term but do not contain the vortex force, as it disappears when Equation 4a is averaged.

The LES models replicate features observed in outdoor flows. For example, Figure 5b illustrates the unsteady meandering and merging of surface particles, which are commonly observed traits of Langmuir turbulence (notice that the Y junctions are associated with collisions of neighboring pairs of LCs). Simulations also predict low-order moments not yet adequately sampled by field observations; e.g., D’Asaro (2001) measures vertical velocity. The mean currents, momentum and scalar fluxes, turbulence variances, and eddy viscosity from OBL simulations with wave effects exhibit large differences from flat-wall boundary layers. LCs homogenize the currents, leading to negative bulk eddy viscosity \(K_n\) near the surface; this is an indicator of nonlocal mixing and transport (see Figure 6). The ordering of the variances \((v')^2 > (u')^2 > (w')^2\) at \(z/|h| \sim -0.15\) and a large subsurface maximum in \((w')^2\) demonstrate that wave-current interactions modify the OBL in important ways compared to flat-wall boundary layers. Teixeira & Belcher (2002) analyzed rapid distortion solutions for a propagating wave and determined that Stokes drift, acting repetitively over many wave cycles, also leads to the same ordering of normal variances that is fundamentally different from shear flow \((v')^2 > (u')^2 > (w')^2\).

The Coriolis-Stokes term modifies the ocean Ekman transport and leads to a return flow opposite in sign to the Stokes drift, as shown in Figure 6. Empirical wind and wave estimates indicate the Coriolis-Stokes effect is an appreciable influence on the mean Ekman current profile in the OBL over most of the globe, and especially in high latitudes with high winds (McWilliams et al. 2004, Polton et al. 2005). Also, Stokes production increases TKE; thus dissipation near the surface is higher than law-of-the-wall scaling (McWilliams et al. 1997, Sullivan et al. 2007).

LES models predict that scalar heat flux and mixed-layer depth are enhanced by the vortex force. McWilliams et al. (1997), Skyllingstad et al. (2000), and Sullivan et al. (2007) all report that the maximum entrainment flux \((w'\theta')\) increases by a factor of two to five with vortex force. Skyllingstad (2005) interpreted the change as an indirect effect, i.e., as a consequence of LC momentum redistribution causing higher shear at the base of the OBL. LCs can excite gravity waves in the thermocline (Chini & Leibovich 2003, Polton et al. 2008), suggesting that they are depth filling and that they likely play a role in the entire OBL. The limited observational studies have yet to fully detect these changes. Gargett & Wells (2004) found LC depth filling, but in shallow water, whereas Thorpe et al. (2003a) and Weller & Price (1988) found no direct role for LCs in mixing near the base of an \(\sim[40–60]\) m deep layer.
Comparison of (a) currents \( \langle u, v \rangle / u^* \), (b) vertical momentum fluxes \( \langle u'w', v'w' \rangle / u^*w^* \), and (c) momentum eddy viscosity \( K_{mu}^* / |h| \) for simulations with (red lines) and without (blue lines) wave-current interactions. In panels a and b, the \( u \) and \( v \) components are indicated by solid and dashed lines, respectively (Sullivan et al. 2007). Figure used with permission of Cambridge University Press.

McWilliams et al. (1997) introduced the turbulent Langmuir number

\[
\text{Lat} = \sqrt{u^*/u_{St}}
\]

as a bulk measure of the relative importance of shear and Stokes forcing. Li et al. (2005) investigated a wide parameter space spanned by shear, Stokes, and buoyancy forcing and concluded that most often the wind-driven OBL is dominated by Langmuir turbulence with \( \text{Lat} \approx 0.3 \) or less. Harcourt & D’Asaro (2007) and Li et al. (2005) emphasized that \( \text{Lat} \) is a single bulk measure and that other wave scales play a role in the Langmuir turbulence regime, notably the \( e \)-folding depth of the Stokes profile relative to the OBL depth \( d^*/h \). Harcourt & D’Asaro (2007) reported that the magnitude and location of the maximum vertical velocity variance depend on \( u^*(z) \) and wave age. The vertical structure of the Stokes drift profile was also emphasized by Gargett & Wells (2004), who noted that the finite-depth correction to Stokes drift is significant. Grant & Belcher (2009) found the variance profiles to be insensitive to \( d^*/h \) variations in the range 0.09–0.27 with an exponential Stokes profile. Better quantification of the wave field state, i.e., the wave age, wind-wave orientation, as well as the usual wave-height (energy) spectrum, along with simultaneous measurements of wind stress, is required to make consistent observation-model comparisons (measurements of breaking statistics are also needed).

Several aspects of the LES predictions invite further numerical evaluation and detailed experimental testing. First, the asymptotic CL model described above has no feedback from currents to waves in the leading-order wave dynamics. However, if observed waves are used to compute Stokes drift, this coupling is accounted for. Transient wave groups (Gargett & Wells 2004, Smith 1998) and wave breaking generate time-varying Stokes drift (Melville 1996, Phillips 2002), which is not incorporated into the CL equation set. Work by Zhou (1999) and Kawamura (2000) indicates that...
the CL equations are a valid approximation for a fast moving monochromatic wave. Tsai & Hung (2007) developed a coupled wave-current numerical model with no breaking that is applicable to short waves in which the CL approximation is perhaps least valid.

### 3.2. Breaking Waves

Gravity waves are particularly important because they break intermittently. In the open ocean, the onset of breaking is a random process likely linked to the local winds, wave-wave and wave-current interactions, and the group structure of the surface wave field (Melville 1996). Wave breaking induces transient airflow separation, halts wave growth, sporadically injects momentum into the water column (Banner & Peirson 1998, Donelan 1998, Melville et al. 2002), and at sufficiently high wind speeds controls air-sea gas fluxes (Wanninkhof et al. 2009).

#### 3.2.1. Current and turbulence generation

The dominant role of wave breaking for current generation is advocated by Donelan (1998) who showed self-consistency between waveform drag $\tau_w$ and measurements of wind stress $\tau_a$ using a statistical wave model. Over a broad wave-age range, $0.2 < c_{p}/U_a < 1.2$, the ratio $\tau_w/\tau_a \geq 0.95$; i.e., the majority of wind momentum is converted into waveform stress and deposited locally to currents with only a small fraction, 5%, propagated away by waves. [A similar analysis shows the same partitioning for energy flux. By definition, 100% of the momentum and energy fluxes is passed directly to the currents in homogeneous wind-wave equilibrium, $c_{p}/U_a \rightarrow 1.2$.] Intermittent wave breaking is thus the dominant process for transferring momentum to currents at wind speeds above 8 m s$^{-1}$ (Donelan 1998). Makin et al. (1995, their figure 4) used a similar statistical wave model and found that $\tau_w$ is concentrated at wavelengths in the range $5 \text{ cm} < \lambda < 10 \text{ m}$ for fully developed seas at $U_a = 10 \text{ m s}^{-1}$. The range shifts toward larger scales for smaller wave age.

The breaking-dissipation sink term in statistical wave models is a highly parameterized function with almost no direct observational validation (Donelan 2001, Komen et al. 1994). Melville & Matusov (2002) attempted to quantify breaking by measuring the momentum and energy transfer from individual breaking events. They used airborne imagery of the sea surface to track active breakers and digitized the movies to determine $\Lambda(c) dc$, i.e., the average length of breaking fronts per unit area of sea surface traveling in the range $(c, c + dc)$, first introduced by Phillips (1985). Momentum and energy flux from waves to currents are the high-order moments $c^4 \Lambda(c)$ and $c^5 \Lambda(c)$, respectively. They found that $\Lambda(c)$ varies exponentially with the momentum and energy fluxes peaking at intermediate-scale waves $c \sim O(4 \text{ m s}^{-1})$; i.e., $\lambda \sim 10 \text{ m}$. The observed contributions to fluxes from waves with $c < 1 \text{ m s}^{-1}$ are small.

Gemmrich et al. (2008) used a similar video technique as Melville & Matusov (2002) but acquired images closer to the water surface, $z \sim 10 \text{ m}$, from cameras mounted on R/V FLIP (a floating instrument platform). Their results for breaking probability show a dependence on wave age and $c/c_{p}$: For wind-driven waves, breakers are found across the entire range, $c/c_{p} = [0.1–1]$, with the highest probability near $0.4c_{p}$; for wind-wave equilibrium, breaking is confined to a narrow range, $c/c_{p} = [0.1–0.5]$, with a peak near $0.2c_{p}$. Their analysis also indicates white-capping breakers likely account for [11–17]% of the momentum flux. Gemmrich et al. (2008) suggested that the missing momentum and energy are in small-scale breakers with $c < 1.5 \text{ m s}^{-1}$. Small temperature changes generated by the overturning of these small-scale breakers can be detected using infrared techniques (Jessup & Phadnis 2005) and thus fill in missing information about breaking statistics over the entire range of scales.

The clearest evidence for the effect of wave breaking on the OBL surface layer remains the data sets collected by Terray et al. (1999) and Drennan et al. (1996). Their measurements of
kinetic-energy dissipation \( \varepsilon \) under conditions of strong wind forcing show a layer of enhanced dissipation exceeding stationary wall-layer values by one to two orders of magnitude. The dissipation rate has a three-layer \( z \) structure: Within one significant wave height of the surface, \( \varepsilon \) is large and nearly constant; below this zone \( \varepsilon \) decays as \( z^{-2} \) and finally transitions into conventional wall-layer scaling \( \varepsilon \sim z^{-1} \) at deeper depths. The total energy flux into the water is an order of magnitude larger than the usual wall-layer estimate \( \rho u^3_\ast / 2 \) and depends strongly on wave age.

To examine the consequences of intermittent wave breaking and vortex force, we developed an LES model with both effects (Sullivan et al. 2007). In this LES, the constant stress upper-boundary condition is replaced by a sum of randomly distributed compact impulses \( \sum A(x, t) \) first tested in a DNS of Couette flow (Sullivan et al. 2004). The space-time attributes of an individual impulse \( A(x, t) \) are designed to match field (Melville & Matusov 2002) and laboratory observations (Melville et al. 2002) of breaking waves and the mean fluxes of momentum and energy. Schematically, the LES equations for resolved-scale momentum (Equation 4a) and subgrid-scale energy (Equation 4c) become

\[
\frac{\partial \bar{u}}{\partial t} = \ldots + \sum_{i=1}^{S} A^{(i)}(t), \quad \frac{\partial e}{\partial t} = \ldots + \sum_{i=1}^{S} W^{(i)},
\]

where breaker work \( W \sim \mathbf{c} \cdot \mathbf{A} \).

As expected, the inclusion of wave effects elevates the overall TKE (and hence dissipation) in the OBL, especially in the near-surface region. \( \varepsilon \) increases over law-of-the-wall scaling by nearly two orders of magnitude, with the increase from breaker work an order of magnitude larger than from Stokes production. Below the region of enhanced dissipation, \( z/|b| < -0.1 \), simulations with vortex force and breaking are broadly similar to vortex-force-only simulations. However, for growing wave fields, \( \varepsilon_0/\nu_{aw} \approx 19 \), breakers can combine with vortex force to instigate a deep, strong, intermittent downwelling jet that increases the material entrainment rate at the base of the layer. Essentially, breaker vorticity concentrated at the surface catalyzes the CL2 instability. These wave effects on the boundary layer are greater for smaller wave ages and higher mean wind speeds. Noh et al. (2004) also examined this regime, but with a representation of wave breaking collapsed to the water surface using the Craig (2005) boundary condition.

3.2.2. Bubbles. Subsurface bubble clouds generated by breaking waves are a powerful signature of wind-wave-current coupling. Bubbles range in size from tens of micrometers to centimeters with void fractions up to 10% (Deane & Stokes 2002). They change the optical properties of water (Terrill et al. 2001), alter sound transmission (Melville 1996), and most importantly are a first-order effect on air-sea gas flux especially at high winds (D’Asaro & McNeil 2007, Wanninkhof et al. 2009). Bubbles move under the action of background turbulence, intermittent wave-breaking penetrations, and coherent LCs. LCs are particularly effective in depositing bubbles to deeper depths against their natural tendency to rise [e.g., D’Asaro & McNeil (2007) found bubbles at \( z = -10 \) m]. The greatest uncertainty in developing bubble models is in the representation of the unsteady currents that disperse bubbles from their surface sources (Thorpe et al. 2003b). Bubbles can also have a meaningful dynamical effect: Large void fractions near the surface create patches of stable stratification, which can hinder vertical mixing. The incorporation of dynamical bubble models into LES with wave effects is an important area for future research.

3.3. Oceanic Boundary Layers with Inertial Currents and Surface Waves

The wave fields and turbulence that mix the OBL frequently coexist with much larger-scale inertial currents initiated by the passage of intermittent storms, cold fronts, rapidly moving lows, and in
particular hurricanes (D’Asaro 1985, Large & Crawford 1995, Price et al. 1994, Sanford et al. 2007). A resonant condition in the ocean is set up when storms generate large-amplitude wind stress that rotates with the surface currents over an extended period, as discussed by Ferrari & Wunsch (2009). In mid-latitudes, the inertial current timescale 1/f = O(10^4 s) is long compared to turbulence and surface waves.

OBL inertial currents are widespread (Stockwell et al. 2004) and are considered important because they alter sea-surface temperature, a key air-sea coupling variable (Emanuel 2004). Large current gradients at the base of the stably stratified thermocline lower the local Richardson number and promote Kelvin-Helmholtz instabilities and turbulence, which enhance the vertical transport of momentum and scalars. Theoretical models for the OBL currents in a wind-driven inertial regime adopt ensemble-average Ekman equations with time-dependent forcing (e.g., Gill 1982, chapter 9.3):

\[
\frac{\partial u}{\partial t} - f v = -\frac{\partial (u'w')}{\partial z}, \tag{7a}
\]

\[
\frac{\partial v}{\partial t} + f u = -\frac{\partial (v'w')}{\partial z}. \tag{7b}
\]

In these coupled equations, \((u, v)\) are average currents and \((u'w')\) are net turbulent fluxes of vertical momentum. No surface-wave effects are directly accounted for in these equations (wave influences might inadvertently be buried in the turbulence parameterization).

D’Asaro (1985) uses Equation 7 with an added damping term and predicts resonant inertial currents when the wind stress contains a frequency component near \(f\). Crawford & Large (1995) also uses Equation 7 but employs a more complete model of the turbulent fluxes based on the K-profile parameterization scheme (Large et al. 1994). Their numerical experiments consider perfectly resonant forcing \(\tau_a = A(t)e^{-itf}\) with storm amplitude \(A(t)\) and emphasize the importance of kinetic-energy transfer to the ocean through the stress-current correlation \(\int \tau_a \cdot u dt\). For similar strength storms, episodic cooling events are only observed by Large & Crawford (1995) when the initial current state and wind stress are in phase. Skyllingstad et al. (2000) used LES to examine resonant and off-resonant wind forcing similar to Crawford & Large (1995), but also included relatively modest wave-forcing scenarios. They found that the greatest mixing occurs under resonance conditions with only minor enhancements due to surface-wave effects.

To investigate OBL dynamics with both inertial currents and vortex force, we designed an LES with realistic time-evolving hurricane wind forcing and a simple wave prescription: Hurricane wave fields are highly complex (Wright et al. 2001), and the wave model is designed to test solution sensitivity. For the experiments, we set \(L_0 = 0.3\) and wave age = 0.6, which fixes the parameters in an exponential Stokes drift profile. We used winds and stresses representative of Hurricane Frances (Zedler 2007) with a saturated drag coefficient \(C_d \sim 1.5 \times 10^{-3}\) and a surface buoyancy forcing based on a relative humidity of 80% and temperature difference of 2.5 K between the water surface and the atmosphere. The time-varying wind, buoyancy, and wave forcing were applied to the top of the LES for a period of 60 h.

The LES results presented in Figure 7 are intriguing. The statistics and structures between [0–20] h are similar to calculations with steady forcing; i.e., vortex force plays an important role in mixing currents and scalars. Between [30–40] h, the rapid turning of the winds on the storm’s right-hand side induces potent inertial currents and strong resonance in the OBL. Over this time period, the OBL dynamics are dominated by entrainment, which further stresses the basic importance of turbulent mixing at stratified interfaces (Fernando 1991). At the time of maximum winds, the entrainment-to-surface flux ratio is \(\sim -10\) without vortex force and \(\sim -12\) with vortex force, i.e., at least a 20% increase. Thus surface-wave-current interaction, in these idealized
Vertical profiles of turbulent scalar flux and vertical velocity variance from a large-eddy simulation (LES) of an oceanic boundary layer (OBL) driven by Hurricane Frances winds and buoyancy with vortex force. The time variation of the wind ($U$, $V$) and buoyancy forcing $Q_*$ are given in panel a. The LES domain is located on the right-hand (resonance) side of the storm, initially 55 km east and 700 km north of the storm’s center. The storm propagates northward at 5.5 m s$^{-1}$. The total scalar flux $\langle w'\theta'\rangle/Q_*$ and vertical velocity variance $\langle w'^2 \rangle/u_{*o}^2$ are shown in panels b and c, respectively. The black line is the depth of the maximum vertical temperature gradient, which can be interpreted as the OBL depth. The mesh is $500 \times 500 \times 160$ grid points, and the time step $\Delta t$ varies from 15 s to 0.4 s over the length of the simulation. The total number of time steps is $\sim 200,000$. 

Figure 7
3.4. Parameterization of Wave Effects in the Oceanic Boundary Layer

There is a growing appreciation of the dynamical importance of surface waves and hence a need to incorporate wave effects (wave breaking, bubbles, and wave-current interactions) into simple 1D column models for use in climate prediction and regional ocean mesoscale codes. Belcher et al. (2008), using ECMWF reanalysis products, found that \( L_a < 1 \) for the global ocean; hence the OBL is most often in the Langmuir turbulence regime accompanied with some level of wave breaking. The bulk wave influences to be modeled can be split into two groups: (a) elevated mixing and dissipation in the near-surface region caused by wave breaking and (b) deeper penetration into the thermocline and more uniformly mixed interiors caused by vortex forces. Parameterization of these effects is proceeding at varying levels of completeness. The inclusion of breaking waves calculations, promotes cooling. Simulations with vortex force and resonant inertial currents induce deeper mixed layers, higher entrainment rates, and lower sea-surface temperatures. Also, the mean \((u, v)\) currents are more uniformly mixed during the resonant period, with their phase relationship slightly altered by the presence of vortex force. In the surface-layer region, the vertical velocity ratio \( \langle w'^2 \rangle / u^2 \rangle \) reaches 3.5, similar to predictions with steady nonresonant wind forcing (McWilliams et al. 1997, Skyllingstad & Denbo 1995). At the time of maximum winds, prominent Langmuir cells are visible over the OBL depth, with downwelling speeds exceeding 20 cm s\(^{-1}\) (see Figure 8).

**Figure 8**
Visualization of the vertical velocity field in an x-y plane at \( z = -30.0 \) m at the time of maximum winds shown in Figure 7, \( t \sim 35.3 \) h. Panel a shows results from a large-eddy simulation with no vortex force, whereas panel b is a simulation with \( L_a = 0.3 \) and wave age = 0.6. At this simulation time, the wind and wave-propagation directions are south to north. In panel b, the elongated regions with \( w < 0 \) (blue contours) are the downwelling signatures of Langmuir circulations. The scale bar is in units of meters per second.
was discussed by Craig (2005), who represents breaking waves in his TKE closure by a surface flux $F_o = \alpha u^3$; Terray et al. (1999) showed how $\alpha$ varies with wave age. Umlauf & Burchard (2003) can also predict the enhanced turbulent dissipation rates using a two-equation turbulence closure. Stokes production of TKE was included by Kantha & Clayson (2004), and Raschle et al. (2006) incorporated Stokes production, a Coriolis-Stokes term, and parameterized wave breaking in their ensemble average closures. In these TKE modeling approaches, a local eddy viscosity closure is used, i.e., $\tau \sim -v_t \partial u/\partial z$, which, as shown in Figure 6, is incapable of representing nonlocal mixing induced by Langmuir cells. McWilliams & Sullivan (2000) and Smyth et al. (2002) recently attempted to account for both mixed-layer depth changes and nonlocal mixing by Langmuir cells using K-profile parameterization (Large et al. 1994). They included a nonlocal counter-gradient term similar to the approach used for convective ABLs.

4. SUMMARY

Surface gravity waves strongly couple to adjacent winds and currents. This invalidates the prevailing paradigm for turbulent boundary layers, e.g., that near-boundary flow structure be consistent with a thin viscous-diffusive sublayer inside a surface layer exhibiting Monin-Obukhov similarity statistics (i.e., the law of the wall). The wavy interface is usually rough and often fragmented, and its dynamical evolution is not independent of other air and water flows, especially for wave generation and dissipation. This review addresses many of the processes involved in wind-wave-current interaction, although a fully integrated view has not yet been achieved. Waves grow from atmospheric pressure forces on the perturbed surface and provide drag to the airflow. Winds in the lower atmosphere are pumped up by the wave motions and affect vertical fluxes to and from the surface. Wave breaking dissipates wave energy, generates spray and bubbles, and injects energy and momentum into currents. Wave-induced Stokes drift affects the OBL through vortex force and material advection, giving rise to widespread LCs. Under some conditions, surface-wave influences are felt throughout the planetary boundary layers. Because accurate, extensive outdoor measurements of waves and turbulence are and will remain difficult, LES is an important tool for phenomenological discovery and quantification, albeit vulnerable to uncertainty in its subgrid-scale modeling.

5. OUTLOOK

Although surface waves and turbulent boundary layers are mature scientific subjects, we are in the midst of rapid progress in understanding their mutual relationships. We foresee the following directions as fruitful ones in coming years: (a) complex wave surfaces in ABL and OBL LES; (b) coupled wind-wave and wave-current models; (c) OBL and ABL mixing parameterizations with wave effects; (d) wave-breaking structure and statistical distributions; (e) disequilibrium, misaligned wind-wave conditions; (f) wave and turbulence mechanics in high winds (e.g., hurricanes); and (g) bubbles and spray.
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