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Abstract  The coexistence in the deep ocean of a finite, stable stratification, a strong meridional overturning circulation, and mesoscale eddies raises complex questions concerning the circulation energetics. In particular, small-scale mixing processes are necessary to resupply the potential energy removed in the interior by the overturning and eddy-generating process. A number of lines of evidence, none complete, suggest that the oceanic general circulation, far from being a heat engine, is almost wholly governed by the forcing of the wind field and secondarily by deep water tides. In detail however, the budget of mechanical energy input into the ocean is poorly constrained. The now inescapable conclusion that over most of the ocean significant “vertical” mixing is confined to topographically complex boundary areas implies a potentially radically different interior circulation than is possible with uniform mixing. Whether ocean circulation models, either simple box or full numerical ones, neither explicitly accounting for the energy input into the system nor providing for spatial variability in the mixing, have any physical relevance under changed climate conditions is at issue.

INTRODUCTION

A feature strongly distinguishing ocean physics from that of the atmosphere is the nearly universal oceanic stable stratification. Apart from the very near-surface areas, only rarely and sporadically does one find statically neutral or unstable oceanic regions. When such regions do occur, they tend to last for hours at most, occupy lateral areas of a few kilometers, and have a wide range of vertical scales. Figure 1 displays a typical meridional density cross-section, and Figure 2 the buoyancy frequency,

\[ N(z) = \left( \frac{g}{\sigma} \frac{\partial \sigma}{\partial z} \right)^{1/2} \]  

(1)
Figure 2 Buoyancy frequency (cycles/hour) corresponding to the density profile in Figure 1. Spatial smoothing removed what is otherwise an extremely noisy high wave-number jitter. The ratio $N/f \gg 1$, where $N$, $f$ are the buoyancy and Coriolis frequencies, shows that the abyssal stratification is of first-order importance.

Here $z$ is a local vertical coordinate, $\sigma$ is the potential density,$^1$ and $g$ is local gravity. $N$ is a convenient measure of the degree of stratification. Corresponding periods $(2\pi/N)$ range from about 10 minutes in the upper oceanic thermocline to a few hours in the least stratified parts of the abyss. The ratio $N/f$, where $f = 2\Omega \sin \phi$, is the Coriolis frequency with $\phi$ the latitude, measures the relative importance of stratification and of rotation. $N/f$ is almost always greater than 1, and is typically of order 10 or more; the ocean abyss is dominated by its stratification.

Unlike the classic Rayleigh-Bénard convection, and the atmosphere, the ocean is heated and cooled at the surface. This geometry of buoyancy exchange has far-reaching and unexpected consequences. One needs to consider moisture exchange too, but it does not change the picture. The simplest hypothesis about how such a system might work leads one to expect a very different oceanic stratification than is observed or what many theories suppose and we are led into questions of mixing

$^1$Potential density is defined as the density attained by a water particle if taken isentropically to a fixed pressure (commonly 0). It is a useful quantity in oceanic studies because it eliminates in situ density variations due to compressibility that have no dynamical effect.
and energetics. The focus here is on observations and a few theoretical constructs. For reasons of space, we omit a serious discussion of oceanic numerical general circulation models. Although such models are powerful tools for understanding the ocean, so many questions arise concerning model energy consistency and realism that their inclusion would greatly increase the length of this review. We use a few model results when no other evidence is available.

The diversity of material here is so great that within the Procrustean space limitations we rely heavily on existing reviews. Apologies are offered to the pioneers, whose work is slighted. New papers are appearing every month and this review is in danger of rapid obsolescence.

THE STRATIFICATION

Observations

In a few narrow, sporadic oceanic regions at high latitudes (see Warren 1981) near-surface fluid sometimes becomes sufficiently dense to be vertically unstable, sinking to the sea floor (see several chapters in Siedler et al. 2001). Fluid properties reaching the bottom are determined from a complex entrainment process (Price & Baringer 1994). Although much is known about high latitude convection (Marshall & Schott 1999), little is understood of the physics that controls where, how often, and with what properties (depth, temperature, etc.) convection occurs.

For present purposes, it suffices that there are sources of fluid reaching to great depths, carrying near-surface properties, but mixed with entrained fluid on the way, and having comparatively high densities (low temperatures and high salinities). The great green “tongue,” visible in Figure 1, is a symptom of fluid properties sinking to the bottom. The net mass flux in such plumes is poorly determined. Fluid is thought to reach the lowest 1000 m of ocean at a rate of $25 \times 10^9$ kg/s. Few published estimates of the global deep water formation rate exist, and entrainment makes results ambiguous. Ganachaud & Wunsch (2000) estimated the net vertical return flow across one deep isopycnal as about $30 \times 10^9$ kg/s.

We imagine a steady state in which a fixed volume flux, $Q$, with a fixed range of temperature and salinity, reaches the sea floor and encroaches on the open ocean. This fluid has little or no net momentum. Convection (Marshall & Schott 1999) resembles a bulk mixing process in which light and heavy fluid are simply exchanged and/or rendered homogeneous. Many ocean models represent convection by employing very large vertical eddy diffusion coefficients (Marotzke & Scott 1999). In this situation, the newly dense fluid produces a corresponding pressure gradient (Figure 1).

The overall situation closely resembles that of a “filling-box” (Baines et al. 1993, Bloomfield & Kerr 1999). Continuously producing heavy fluid of potential density, $\sigma_2 \leq \sigma \leq \sigma_1$ would, in the absence of other physics, gradually fill the abyssal ocean with fluid of this density range. Some process must remove dense fluid and convert it into the lighter overlying fluid. In Figure 1, water in the plume...
is prevented from penetrating to the northern boundary and subsequently rising to occupy the entire water column, assuming that the surface $\sigma = 1028.10 \text{ kg/m}^3$ demarcates the upper level of the bottom water.

Convective transfer of relatively dense-near-surface water to the bottom of the ocean is a mechanism for decreasing the system potential energy—the center of mass is continually lowered (see Winton 1995). An associated circulation carries a poleward flux of warm, light water that becomes dense in the “meridional overturning circulation,” descending in the polar regions, and returning as an upwelling flux. The upwelling flux requires a process capable of working on the fluid to raise the center of mass.

Figure 1 suggests that a one-dimensional scale analysis might be useful below about 1000 m (Munk 1966). If temperature, salinity, and density are local functions, $C_i(\varepsilon)$, $i = 1, 2, \ldots$, of the vertical coordinate alone, and horizontal velocities and mixing are negligible,

$$\frac{\partial C_i}{\partial \varepsilon} - \kappa \frac{\partial^2 C_i}{\partial \varepsilon^2} = 0,$$

(the equation of state is not far from linear), and where $w > 0$, is an upwelling velocity. (We discuss lateral advection/diffusion terms later.) Equation 2 represents a steady balance between the upward advection of cold (or relatively fresh) water, and the downward diffusion of heat (or salt). Taking $w, \kappa$ to be constant, a solution to Equation 2 is

$$C_i = C_0 \exp\left(\frac{w \varepsilon}{\kappa}\right) + D,$$

where $C_0, D$ are constants, with the latter set, arbitrarily, to zero. The ratio $w/\kappa$ can be determined by fitting to the observed profiles of $C_i$. Estimated rates of high-latitude bottom water production, $Q$, can be converted into an estimate of $w$ by assuming uniform vertical upwelling everywhere, producing $w \approx 10^{-7} \text{ m/s}$ for the global mean, with $\kappa \approx 10^{-4} \text{ m}^2/\text{s}$. Attempts to use molecular values for the diffusivities, $\kappa = \kappa_T \approx 1.4 \times 10^{-7} \text{ m}^2/\text{s}$ for temperature ($T$), and $\kappa = \kappa_S \approx 1.5 \times 10^{-9} \text{ m}^2/\text{s}$ for salinity ($S$), produce vertical scales, $k/w$, of 1 m and $10^{-2}$ m for $T$ and $S$, respectively.

Thus, in a low $\kappa$ environment, the deep ocean would be essentially unstratified, with a very sharp boundary layer of less than 1 m near the surface. [Samelson & Vallis (1997) gave a dynamically more interesting solution, including lateral advection, but with the same qualitative result.] (See also Toggweiler & Samuels 1998.) $\kappa$ in Equation 3 must thus represent a turbulent process, and is an “eddy coefficient,” $K \approx 10^{-4} \text{ m}^2/\text{s}$, best interpreted as across-isopycnal—that is, “diapycnal.”

**Is the Ocean Circulation Buoyancy-Driven?**

**SANDSTRÖM’S THEOREM** The ocean moves immense amounts of heat from tropical to polar regions at rates ($\approx 2 \times 10^{15} \text{ W}$) comparable to atmospheric transports (Bryden & Imawaki 2001). Much of the kinematics of this heat
transfer involves a meridional overturning circulation, bound up with high-latitude oceanic convection. Because the example of the atmosphere is so familiar, many suppose that the sinking of deep water and subsequent return flow is forced by the high-latitude cooling/evaporation and low-latitude heating/precipitation. Is such a system possible?

The earliest discussion known to us is that of Sandström (1908, 1916). He considered the motion induced in a fluid by vertically (and horizontally) separated equal sources of heat and cooling and analyzed the situation in terms of a perfect fluid undergoing a Carnot cycle (Defant 1961, pp. 489–92) (Figure 3). Three cases exist: heating at higher pressure than cooling, heating at lower pressure than cooling, and heating at the same pressure level. We call these convective flows of types 1, 2, 3, respectively. [Stern (1975) terms types 2 and 3 “horizontal convection.”] Type 1, apart from the lateral displacement of the heating and cooling sources, is the unstable configuration of Rayleigh-Bénard convection, and work can be extracted from the fluid motion. In type 2, no useful work is produced because expansion takes place at a lower pressure than contraction. Sandström

![Figure 3](image-url) Configurations of the type 1 (lower) and type 3 (upper) convective systems (adopted from Defant 1961) illustrating the arguments of Sandström’s theorem. Type 1 convection gives rise to fluid instabilities analogous to those in the Rayleigh-Bénard case. Type 3 fluids are stable, with the cold source fluid filling the abyss of the container, with a weak circulation induced above the cold source by the lateral thermal gradients.
argued that the fluid below the cold source would become homogeneous at the cold temperature, and that the fluid between the cold and warm sources would be stably stratified with only a creeping, diffusion-limited flow (as Figure 3 shows). In type 3 convection, only a very weak horizontal circulation would be set up in the upper layers of the fluid. Types 2 and 3 are related to the filling box problem.

In the time average, the ocean is heated at low latitudes, where the fluid expands, and is cooled at high latitudes, where it contracts. It appears that the ocean undergoes type 2 convection. Because solar radiation in the tropics penetrates to no more than about 100+ m, and the longwave cooling principally occurs at the sea surface, some heating occurs at higher pressures than does the cooling. By Sandström’s argument, whatever circulation is set up by buoyancy forcing alone would be confined primarily to the region between that of solar penetration and the sea surface; there would be no abyssal flow.

Jeffreys (1925) pointed out that in a real fluid as opposed to the perfect one Sandström had discussed, there must be some motion, and he provided a rough-scale analysis of its magnitude. However, he concluded by writing,

The proposition [Sandström’s Theorem] may however, be of importance in the movements of the ocean, where radiation, and especially dark heat radiation, can penetrate for much shorter distances than in the atmosphere, and turbulence is practically confined to the neighborhood of the surface. In many oceanic movements conduction may be the chief mode of transfer of heat from one element of water to another, and in such cases the analogy with Sandström’s experiment will be very fruitful.

One sometimes hears assertions that Sandström’s theorem is irrelevant to the oceanic case. The basis for this claim is simply that the observed oceanic structure is unlike what Sandström described. What the theorem says therefore, is that the observed structure and associated flow are not the result of direct buoyancy driving.

Huang (1999) recently analyzed the motion in a closed tube in the vertical plane subject to heating and cooling at varying levels, confirming the elements of the theorem. Type 3 convection was studied by Rossby (1965), who heated and cooled a laboratory-scale fluid at the same level (the bottom), and later (Rossby 1998) analyzed the experiment numerically. A flow field results from heating and cooling at the same level, but it has a very weak dependence on lateral Rayleigh number. At high Rayleigh number (10^8), the fluid interior is almost isothermal. It is conceivable, but unproven (Paparella & Young 2002), that at yet higher Rayleigh numbers the system could become unsteady, perhaps resulting in a rectified mean flow.

Paparella & Young (2002) reformulated the discussion to show that a flow driven by buoyancy forces acting alone at the sea surface cannot generate an interior turbulence. Although their definition of “turbulence” is technical, the result supports Sandström’s conclusion. In the absence of interior turbulence, the fluid reaching the seafloor is incapable of generating the mixing necessary for it to
return to the sea surface across the deep stable stratification. Without a mechanical
driving process, the “box” would fill.

**MAGNITUDE OF THE MIXING**

How much mixing is observed?

**Curve Fitting**

Munk (1966) used the one-dimensional balance in Equation 2 to determine the
scale height $K/w$ (using the notation $\kappa = K$ for the turbulent values) by profile
fitting, and by introducing observations of oceanic carbon-14, $C_2$, he was able to
separately determine $w$, $K$. $K$ was indistinguishable from the memorable 1 cm$^2$/s
($= 10^{-4}$ m$^2$/s), and $w$ was roughly consistent with a uniform return flow of the
bottom water flux, $Q \approx 25 \times 10^9$ kg/s.

In the following years it became clear that $K$ is spatially highly variable, so
Munk & Wunsch (1998) calculated spatial averages of density over entire ocean
basins, assuming a value for $w$. The final result was not significantly different from
the much simpler 1966 calculation, with an average $K$ below about 1000 m again
of about $10^{-4}$ m$^2$/s. However, they found significant vertical variations in $K$,
and the equation used in practice was equivalent to,

$$
\bar{w} \frac{\partial C_i}{\partial z} - \frac{dK(z)}{dz} \frac{\partial C_i}{\partial z} - K(z) \frac{\partial^2 C_i}{\partial z^2} = 0,
$$

where the derivative of $K(z)$ behaves analogously to an advective velocity, and is
not negligible. (The overbar here denotes a horizontal average over a broad region.
This procedure works reasonably well in the ocean interior because the isopycnals
are dominantly horizontal far from topography.)

Mixing produces finite distortions in the lateral spatial structure of interior
geostrrophic flows. By fitting surfaces to the observed density field in the North
Atlantic, Olbers et al. (1985) inferred diffusion coefficients in the interior North
Atlantic between 800 m and 2000 m of about $10^{-5}$ m$^2$/s. The Southern Ocean,
between 100 m and 2500 m generally produced values straddling $K \approx 10^{-4}$ m$^2$/s,
but with some regions of much larger values ($10^{-3}$ m$^2$/s) at depth. (Climatologies,
which involve Reynolds like averaging of the equations of motion, can produce
artificial mixing values, depending on the averaging scale.)

**Other Direct Estimates**

Hogg et al. (1982) made a direct estimate of mixing from bulk fluid properties in
the Vema Channel: Dense fluid enters the Brazil Basin through a narrow passage
where its volume flux was determined. No fluid of this density can leave and Hogg
et al. (1982) concluded that the heavy fluid had to be mixing vertically at a rate
equivalent to $K = (3-4) \times 10^{-4}$ m$^2$/s. With the same method, Heywood et al.
TABLE 1  Spatial-average across-isopycnal diffusivities, as estimated by various budget methods. In the first six rows, the bottom region lies between neutral surface 28.1 and the sea floor (see Figure 1), and from 27.96 to 28.07 for the deep layers. Generally, these lie between about 3800 m and the sea floor, and between about 2000 m and 3800 m, respectively, but with considerable spatial variations. The last six estimates are from restricted basins or channels, but all values are spatial averages over the interior and boundary layers

<table>
<thead>
<tr>
<th>Ocean/Depth</th>
<th>(K) (10^{-4} m/s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic, bottom</td>
<td>9 ± 4</td>
<td>Ganachaud &amp; Wunsch (2000)</td>
</tr>
<tr>
<td>Indian, bottom</td>
<td>12 ± 7</td>
<td>&quot;</td>
</tr>
<tr>
<td>Pacific, bottom</td>
<td>9 ± 2</td>
<td>&quot;</td>
</tr>
<tr>
<td>Atlantic, deep</td>
<td>3 ± 1.5</td>
<td>&quot;</td>
</tr>
<tr>
<td>Indian, deep</td>
<td>4 ± 2</td>
<td>&quot;</td>
</tr>
<tr>
<td>Pacific, deep</td>
<td>4 ± 1</td>
<td>&quot;</td>
</tr>
<tr>
<td>Scotia Sea</td>
<td>30 ± 10</td>
<td>Heywood et al. (2002)</td>
</tr>
<tr>
<td>Brazil Basin</td>
<td>3–4</td>
<td>Hogg et al. (1982)</td>
</tr>
<tr>
<td>Samoan Passage</td>
<td>500</td>
<td>Roemmich et al. (1996)</td>
</tr>
<tr>
<td>Amirante Trench</td>
<td>10.6 ± 2.7</td>
<td>Barton &amp; Hill (1989)</td>
</tr>
<tr>
<td>Discovery Gap</td>
<td>1.5–4</td>
<td>Saunders (1987)</td>
</tr>
<tr>
<td>Romanche Fracture Zone</td>
<td>100</td>
<td>Ferron et al. (1998)</td>
</tr>
</tbody>
</table>

(2002) found the remarkably high value of (30 ± 10) × 10^{-4} m^2/s in the Scotia Sea. These and other estimates are listed in Table 1.

Ganachaud & Wunsch (2000) described estimates of mixing inferred through very large-scale (ocean basin–scale and larger) budgets of flows into and out of boxes bounded by isopycnals, continental coastlines, and observed temperature, salinity, oxygen, silica, and other sections transecting the ocean basins. Their inferred values are also displayed in Table 1. The main import here is twofold: the deep large-scale geostrophically balanced flow field demands finite abyssal mixing; the rates are similar to those inferred in small volumes such as the Brazil Basin, and from the gross behavior of the density profiles. However, these calculations give integrated, basin-average mixing, and do not distinguish interior values from processes occurring at the boundaries.

**Mixing of the Upper Ocean**

**MICROSTRUCTURE MEASUREMENTS** Cox and collaborators pointed out that turbulent-scale mixing itself must ultimately dissipate on the molecular scale, and that this final dissipation could involve only the molecular coefficients, \( \kappa_T \), \( \kappa_S \), separately for temperature and salt. They developed temperature, and then velocity, profiling devices with sensitive high-speed thermistors and thin films permitting
direct measurements down to subcentimeter scales. Osborn & Cox (1972) argued that

\[ 3 \kappa_T \left( \frac{\partial T'}{\partial z} \right)^2 = K \left( \frac{\partial \bar{T}}{\partial z} \right)^2, \]  

(5)

where the overbar now denotes a vertical spatial average over tens of meters, and the prime signifies the departure from the spatial average. Equation 5 permits inference of \( K \) from measurements of \( T \). Enough “microstructure,” \( (\partial T'/\partial z)^2 \), has to exist to permit the molecular diffusion to absorb and dissipate the turbulent eddies stirring the larger scales. Equation 5 assumes that temperature fluctuations are isotropic at molecular scales, so that the temperature dissipation, \( \chi \), can be expressed in terms of vertical gradients only,

\[ \frac{\chi}{2} = 3\kappa \left( \frac{\partial T'}{\partial z} \right)^2. \]  

(6)

Osborn (1980) reformulated the problem so as to permit use of direct measurements of viscous dissipation, \( \varepsilon \), from velocity measuring devices where

\[ \varepsilon = \frac{\mu}{\rho} \left[ \left( \frac{\partial u}{\partial x} \right) \cdot \left( \frac{\partial u}{\partial x} \right) + \left( \frac{\partial u}{\partial y} \right) \cdot \left( \frac{\partial u}{\partial y} \right) + \left( \frac{\partial u}{\partial z} \right) \cdot \left( \frac{\partial u}{\partial z} \right) \right], \]  

(7)

\( \rho \) is density, \( \mu \) is the molecular dynamic viscosity, and compressive effects have been omitted. He argued that, in a stably stratified ocean, turbulent kinetic energy is produced by the large-scale shear (usually attributed to internal waves) in a stably stratified ocean. Most of this turbulent kinetic energy is dissipated by viscous friction, but a fraction, \( \Gamma \), is used to vertically mix the fluid density and raise the center of mass. The relationship between the turbulent diffusivity for density, \( K \), and viscous dissipation, \( \varepsilon \), is

\[ \varepsilon_p = \Gamma \varepsilon = KN^2 \text{ W/kg,} \]  

(8)

where \( \varepsilon_p \) is the fraction of the dissipation available to actually mix the fluid, and \( \Gamma \) is the so-called mixing efficiency commonly thought to be about 0.2. In Equation 8, the diffusivity is that for density, not temperature, a distinction we do not maintain. As reviewed for example, by Gregg (1987), the results generally failed to produce open ocean values of \( K \) in the upper 1000 m, below the mixed layer, exceeding about \( 10^{-5} \text{ m}^2/\text{s} \), or about one tenth of the canonical value.

Davis (1994a,b) performed a detailed analysis of the assumptions leading to Equation 5; see Gregg (1998) for a clear summary discussion. Winters & D’Asaro (1996) gave a different form of rationalization and justification. In both theory and observation (below), there is considerable supporting evidence for the basic ideas. Thus, the inference that the ocean interior above about 1000 m has values of \( K \) significantly less than the values required by macroscopic observations, which respond to intense boundary mixing, remains robust. [The near-surface equatorial ocean is exceptional in this regard; see Gregg (1987).]
DIRECT MIXING MEASUREMENTS: PURPOSEFUL TRACER RELEASES Lingering doubts about the representativeness of the values of $K$, and of the underlying theoretical assumptions, prompted efforts to obtain more direct measurements of the mixing. These came to fruition in purposeful tracer release experiments (Ledwell et al. 1998, 2000) in which an inert dye was inserted in controlled fashion into the ocean at depth, and the subsequent evolution was tracked. In summary, the microstructure measurements were vindicated: $K \lesssim 10^{-5} \text{m}^2/\text{s}$ in the open ocean, or one tenth the value believed necessary to support the observed circulation.

Some attempts were made to use dyes to understand mixing at boundaries, primarily in the more manageable setting of lakes. Ledwell & Hickey (1995) confirmed that in the Santa Monica Basin in California, dye encountering the sidewalls mixed more efficiently there than in the interior. All extant results show that mixing is enhanced over sloping, particularly three-dimensional, topography (Wuest & Lorke 2003).

Abyssal Mixing

MICROSTRUCTURE MEASUREMENTS By the 1990s, high-accuracy measurements of $\chi, \varepsilon$ to the sea floor were possible. With confidence obtained from the tracer measurements, Toole et al. (1994), Polzin et al. (1997), Ledwell et al. (2000), and others obtained a series of exciting data. (a) Values of $K \lesssim 10^{-5} \text{m}^2/\text{s}$ persist all the way to the sea floor over abyssal plains and other simple structures (Toole et al. 1994, Polzin et al. 1997). This result conflicts with suggestions (Gargett & Holloway 1984, Gargett 1989) that $K$ should have simple dependencies on $N(z)$. (b) Greatly enhanced values of $K$ occur over the mid-ocean ridges, generally increasing with depth (Ledwell et al. 2000); over continental slopes with three-dimensional structures (K. Polzin, personal communication, 2002); and in some abyssal passages (e.g., the Vema and Samoan Passages and the Romanche Fracture Zone).

These results suggest a picture of weak mixing over most of the ocean volume, from just beneath the upper mixed layer all the way to the sea floor, with $K \lesssim 10^{-5} \text{m}^2/\text{s}$, and with values up to two orders of magnitude higher over rough terrain possessing strong three dimensional structures. However, the vertical extent of enhanced diffusion is unclear. “Smooth” two-dimensional slopes, such as occur sometimes along continental margins, are possibly much less effective than the weakly corrugated structures occurring elsewhere, or the extremely complex three-dimensional terrain of the mid-ocean ridges. Too few measurements are available to attempt a straightforward spatial average anywhere (the distribution is highly non-Gaussian). But when combined with the volume average values of Table 1, and the experiments with dye tracers encountering boundary walls, there is general support for volume average values $\gtrsim 10^{-4} \text{m}^2/\text{s}$ at depth, dominated by an intense boundary process rather than the more familiar (in models, at least) spatially uniform value. However, global average profiles with depth are unknown.
VERTICAL MIXING, ENERGY, AND THE GENERAL CIRCULATION

LARGE-SCALE ABYSSAL FLOW FIELD  Localization of abyssal mixing to the boundaries has a radical implication for the gross behavior of circulation dynamics. Geostrophic, hydrostatic balance in the ocean interior leads to the geostrophic vorticity equation (e.g., Pedlosky 1996),

$$\beta v = f \frac{\partial w}{\partial z},$$

where $\beta$ is the meridional derivative of the Coriolis frequency $f$, and $v$ is the meridional, geostrophic velocity. Here, $w$ is strictly vertical. Equation 9 means that there can be no meridional flow in the ocean interior in the absence of a vertical velocity $w$. However, if $w$ must cross the nearly horizontal isopycnals, then balances such as Equation 2 imply that significant mixing is required to sustain $w$, and hence the meridional velocity.

Meridional slopes of isopycnals permit finite $w$ over long meridional distances without mixing; Equation 9 implies that these slopes need to be of the order of $w/v \approx (d/a)$, where $a$ is the radius of the earth, and $d$ is the vertical distance over which $w$ has a finite divergence. If $d = 1000$ m, $d/a \approx 0.2 \times 10^{-3}$, corresponding to a 200-m isopycnal depth change in a 1000-km north-south displacement. In Figure 1, such slopes are not present over much of the section, but elsewhere (e.g., in the deep water tongue) there are significant slopes. Examining many other such sections shows that any kind of uniform interior meridional transport of any significance is ruled out. Classical textbook pictures such as the abyssal circulation scheme of Stommel & Arons (1960), based on the assumption of spatially uniform $w$, and hence uniform mixing are not applicable to the ocean. Without large-scale mean isopycnal slopes, abyssal geostrophic interior motions of the ocean must be nearly zonal, $v \approx 0$, as observation (Davis 1998, Hogg & Owens, 1999) supports. Net meridional fluxes must, by inference, be confined primarily to the regions of strong mixing—presumably over boundaries and rough features such as the mid-ocean ridges, or highly localized regions of strong meridional isopycnal slopes.

Can All Mixing Take Place at the Surface?

Iselin (1939) noticed that the temperature-salinity relationships imprinted horizontally in the North Atlantic at the sea surface in March were reflected in the same relationships in the vertical across the main thermocline. Interactions between the ocean and the atmosphere appear to mix fluid properties at the surface; subsequently, the fluid is subducted (a recent terminology) to great depths without significant further modifications. In the intervening years, thermocline models were developed (Welander 1971, Pedlosky 1996) showing that realistic vertical stratifications could be produced in the oceanic interior (upper 1000 m), over large depth ranges, without any interior vertical mixing at all, a result seemingly consistent with the low interior observed values of $K$. None of these circulation patterns is closed, however.
Toggweiler & Samuels (1998), Webb & Suginahara (2001), and others explored a recent version of these ideas. The motivation can be understood again from Figure 1. Between 50 and 60°S, surfaces of constant density outcrop at the sea surface, where the fluid is acted on by a very strong wind forcing and buoyancy exchange. In this region of intense westerlies, the Ekman flux drives fluid strongly from high to low latitudes, and provides a turbulent energy more than adequate to mix fluid at high rates across the near-surface isopycnals. Such a process must be at work, and although it has not been quantified, appears to be a major source of mixing for the upper ocean. However, below about 1300 m, no outcrops appear in the section. Further south, off the end of the data, outcrops do occur, often under ice, but they correspond to regions of injection of deep water masses, not of mixing. Examining the many new hydrographic sections that are available (http://whpo.ucsd.edu) suggests that isopycnals below a bounding isopycnal in a mid-water column do not generally outcrop anywhere, except where deep waters are injected. Figure 4 shows a schematic of the global meridional circulation.

The upper ocean may be dominated by near-surface mixing—at least in the Southern Ocean and the tropics. But concluding that most oceanic mixing takes place at the surface conflicts with the observed need for large mixing at depth (Table 1). There is a considerable literature devoted to surface mixing, watermass formation, and subduction; see Large & Nurser’s review (2001). These processes are important, but seem primarily related to the structure of the thermocline and above, and not to the vast region of ocean volume below the thermocline, which is our present focus.

Figure 4 Schematic circulation (adapted from a global calculation of K. Speer, private communication, 2003) showing division into gross meridional circulations in the upper and lower oceans. Relative volumes are approximately correct. Upper volume is strongly mixed in the near-surface regions. Lower one is mixed primarily at the edges and over rough interior topography. There is probably a range of densities at intermediate depths where fluid is mixed both at the sea surface and through abyssal processes in unknown proportions.
WHAT SUSTAINS THE MIXING? ENERGY SOURCES

That the observed ocean circulation requires turbulent mixing to return dense fluid to the upper ocean seems well established. The basic energy balances of a fluid are described in textbooks (e.g., Gill 1982, p. 76). Kinetic energy balance for a fixed fluid element is

$$\frac{\partial}{\partial t} (\rho E) + \nabla \cdot [(p + \rho E) \mathbf{u} - \mu \nabla E] = -\rho \mathbf{u} \cdot \nabla \Phi + p \nabla \cdot \mathbf{u} - \rho \varepsilon,$$

$$E = \frac{1}{2} \mathbf{u} \cdot \mathbf{u}. \quad (10)$$

$\rho$ is in situ density, $\mu$ is the dynamic viscosity, and $\varepsilon$ was defined in Equation 7. Unlike Gill (1982), the full pressure and density are retained, instead of using perturbations about a rest state. The gravitational potential $\Phi$ includes both the Earth’s geopotential, $g z$, and a time-dependent tidal potential $\Phi_{\text{tide}}$, i.e., $\Phi = g z + \Phi_{\text{tide}}(x, y, z, t)$.

Internal energy, $I$, balance per unit mass, is

$$\frac{\partial (\rho I)}{\partial t} + \nabla \cdot \left[ \rho I \mathbf{u} + F_{\text{rad}} - \rho c_p \kappa_T \nabla T - \frac{\partial h_E}{\partial S} \rho \kappa_S \nabla S \right] = -p \nabla \cdot \mathbf{u} + \rho \varepsilon.$$  

$$ (11)$$

$\rho c_p \kappa_T \nabla T$ in Equation 11 represents the irreversible internal energy fluxes driven by temperature gradients, i.e., the diffusion of heat, with $c_p$ the specific heat of sea water at constant pressure. The salinity diffusion term describes the conversion of solution energy into heat, i.e., the generation of internal energy due to the different enthalpies $h_E = I + p/\rho$ of pure water and salt. The “compressive work” term $p \nabla \cdot \mathbf{u}$ occurs with an opposite sign in Equations 10 and 11, and is a conversion between internal and kinetic energy. Heat produced by viscous dissipation of kinetic energy, $\rho \varepsilon$, appears as a source of internal energy. $F_{\text{rad}}$ represents any near-surface radiation to or from the atmosphere.

The rate of change of potential energy per unit mass is

$$\frac{\partial (\rho \Phi)}{\partial t} + \nabla \cdot (\rho \Phi \mathbf{u}) = \rho \mathbf{u} \cdot \nabla \Phi + \frac{\partial \Phi_{\text{tide}}}{\partial t}. \quad (12)$$

$\rho \mathbf{u} \cdot \nabla \Phi$ also appears in Equation 10, but with an opposite sign; it is the primary path by which potential and kinetic energy are exchanged. The last term is the tidal forcing.

Budgets for the Global Ocean

The volume integral of the energy conservation laws (Equations 10 through 12), using Stokes’s theorem, gives the global ocean energy budgets.
\[
\frac{\partial}{\partial t} \iiint \rho E \, dV = - \iiint \rho E (u - u_s) \cdot \hat{n} \, dA - \iiint \left[ \rho u + \mu \nabla E \right] \cdot \hat{n} \, dA
\]

\text{surface momentum forcing}

\[
\frac{\partial}{\partial t} \iiint \rho \Phi \, dV = - \iiint \rho \Phi (u - u_s) \cdot \hat{n} \, dA + \iiint \rho \frac{\partial \Phi_{\text{tide}}}{\partial t} \, dV + P
\]

\text{tidal forcing}

\[
\frac{\partial}{\partial t} \iiint \rho I \, dV = - \iiint \rho I (u - u_s) \cdot \hat{n} \, dA
\]

\[
- \iiint \left[ F_{\text{rad}} - \rho c_p \kappa_T \nabla T - \frac{\partial h_E}{\partial S} \rho \kappa_S \nabla S \right] \cdot \hat{n} \, dA - C + D,
\]

\text{geothermal and buoyancy forcing}

where \( u_s \) is the free-surface velocity. The terms \( P, C, \) and \( D \) are the volume integrals of the conversion terms between the three forms of energy, and describe energy transformations, not energy sources:

\[
P = \iiint \rho u \cdot \nabla \Phi \, dV, \quad C = \iiint \rho \nabla \cdot u \, dV, \quad D = \iiint \rho \varepsilon \, dV.
\]

The first terms on the right-hand side of the three above equations represent the advection of various forms of energy through the surface (advection through lateral and bottom boundaries is excluded by the no-normal flow boundary condition). In steady state, \( \int (u - u_s) \cdot \hat{n} \, dA = 0 \), and these terms must involve a correlation between \( E, \Phi, \) and \( I \) of fluid entering or leaving the ocean and its sense of flow (in or out). Faller (1968) concluded that evaporation and precipitation terms are negligible. Most of this energy is expended in small-scale turbulence near the ocean surface and does not penetrate into the ocean interior.

Surface momentum forcing is composed of the work done by differential pressure and viscous stresses acting on the moving free surface. Pressure work is due to nonhydrostatic effects; work done by the hydrostatic pressure is cancelled exactly by the conversion terms \(-P + C\) (Ferrari & Adcroft 2003).

Tidal forcing is very special: It is the only volume source of total energy, \( \rho(E + \Phi + I) \). Integration in the vertical is straightforward because the tidal potential has a very weak vertical dependence, and fractional changes of density in the ocean are less than 3%. To a good approximation, tidal forcing is given by the area integral of \( \rho \eta \partial \Phi_{\text{tide}} / \partial t \), where \( \eta \) is the ocean free-surface elevation. If the actual tides were in equilibrium with the tide-generating force, this term would vanish. Dissipative and dynamical mechanisms generate a global average
phase difference between the free surface and the tidal potential, so that energy is transferred from the Earth-Moon-Sun system to the oceans (Munk 1997).

Sources of internal energy include heat and salt fluxes through the surface and the boundaries. Energy conversions from salinity changes in the internal energy equation are negligible. In summary, one can identify only a small number of forces acting on the ocean capable of generating an energy supply to the fluid. They are (a) wind, (b) heating and cooling by the atmosphere, (c) exchange of fresh water with the atmosphere, (d) geothermal heating through the sea floor, (e) tides, and (f) atmospheric pressure loading. We examine each possibility in turn in the next section.

Budgets for the Abyssal Ocean

The energy budget of the global ocean is dominated by sources and sinks at the boundaries. However, most of this energy does not penetrate far into the ocean interior. Kinetic energy generated by falling precipitation is a good example. It is thus useful to consider energy budgets for interior subvolumes, and follow the fraction of energy that penetrates in those subvolumes. In particular, we are interested in identifying the sources of mechanical energy that drive the abyssal mixing.

Consider the production of kinetic energy for a volume below the ocean surface, confined laterally by the side boundaries, and in the vertical by two level surfaces \(z_1, z_2\). Taking a long time average (denoted by the overbar) in a steady state,

\[
\int \int dA \left[ \rho E w + p w \right]_{z_1}^{z_2} = - \int \int \int dV \left[ \rho g w - p \nabla \cdot u + \rho u \cdot \nabla \Phi_{\text{tide}} + \rho \varepsilon \right].
\]  (17)

Normal flows into solid boundaries and viscous stresses at the lateral boundaries, \(\mu \hat{n} \cdot \nabla E\), are assumed negligible. As a result of averaging between level surfaces, the conversion between kinetic and gravitational potential energies vanishes identically because in a steady state there is no vertical mass flux across any horizontal surface, i.e.,

\[
\int \int \int dV \rho g w = 0.
\]  (18)

The compressive work term can be estimated by making use of the equation of continuity in the form

\[
p \nabla \cdot u = - \frac{p}{\rho} \frac{D \rho}{Dt},
\]  (19)

where \(D/Dt\) is the material derivative. Density can be modified only through compression or diffusion of heat and salt in the ocean interior. Thus, compressive work can be safely neglected in the abyss, because turbulent diffusive fluxes are weak and compressibility effects are small (McDougall 1987). Only close to
the sea surface do sources and sinks of heat and salt from the atmosphere produce large density variations and generate non-negligible compressive work, $p \nabla \cdot \mathbf{u}$.

Therefore, on the global average, in any volume of fluid below the sea surface, the net dissipation of energy is supplied through the divergence of the pressure work across the upper and lower boundaries, by vertical advection of kinetic energy, and from conversion of tidal potential energy. Contributions to the vertical component of the pressure work terms can come from wave motions, internal and quasi-geostrophic. The latter motions (Rossby waves and eddies) are dominated by vertical standing modes whose vertical flux divergences vanish, leaving internal waves as the main candidate. Vertical advection of horizontal kinetic energy across level surfaces is probably (although not easily demonstrated) negligible, involving triple products of the flow field. The dominant balance in Equation 17 becomes

$$\int \int dA [p w]_{z_1}^{z_2} + \int \int \int dV \mathbf{u} \cdot \nabla \Phi_{\text{tide}} \approx \int \int \int dV \rho \varepsilon,$$

for kinetic energy in any interior volume.

In contrast, for volumes that extend to the sea surface, the advection term $[\rho E w]_{\text{surface}}$ dominates, with $E$ becoming extremely large and spatially very inhomogeneous. Regions of direct penetration of sunlight to depth will produce finite pressure work terms $p \nabla \cdot \mathbf{u}$, but they are limited in magnitude by the comparatively modest values of $p$. Lueck & Reid (1984) discussed the surface input terms in greater detail. Equation 20 states that in any region below that of direct wind generation and solar penetration, one must provide the energy necessary to support finite values of $\rho \varepsilon$—principally by divergences of wave radiation processes $[p w]_{z_1}^{z_2}$ or through external tidal forcing.

Because the conversion term $\rho g w$ vanishes when averaged on a level surface, there is no net conversion of potential into kinetic energy, apart from the tidal component. Furthermore, because the compressive work $p \nabla \cdot \mathbf{u}$ is small in the ocean interior, the net conversion of kinetic into internal energy exists only in the form of viscous dissipation.

To estimate the total kinetic energy dissipated in the ocean we now go back to Equations 18 and 19. The gravitational and compressive work terms tend to partly cancel each other in the ocean: Whatever kinetic energy is used to raise a water parcel ($-g \rho w < 0$) is partly compensated by kinetic energy extracted from the internal energy through the adiabatic expansion ($p \nabla \cdot \mathbf{u} > 0$). By introducing the potential density $\sigma$ (see Footnote 1), the two contributions can be lumped into a single conversion term, $g \sigma w$, which represents the net kinetic energy required to lift a water parcel, once reversible adiabatic effects have been subtracted,

$$g \sigma w \approx -p \nabla \cdot \mathbf{u} + g \rho w.$$

This relation is valid only in the ocean interior, where expansion by diabatic effects is weak. Following common practice, we refer to $g \sigma w$ as the conversion between kinetic and potential energies, even though some of the conversion is to internal energy.
Suppose that we make a decomposition of mean and turbulent terms, based on temporal averaging over a few hours so that,

\[(\sigma, w) = (\bar{\sigma}, \bar{w}) + (\sigma', w').\]  

(22)

The conversion term in Equation 21 is decomposed as

\[- \iiint dV g \sigma w = - \iiint dV g \bar{\sigma} \bar{w} - \iiint dV g \sigma' w'.\]  

(23)

Because the sum of the gravitational and compressive works in Equation 23 nearly vanishes when integrated on a level surface, the sum in Equation 23 is close to zero, the result of cancellation between two large terms on the right-hand side. The term \(g \sigma' w'\) is negative and represents the energy expended by turbulent motions to mix the ocean interior \((\varepsilon_p)\). Munk & Wunsch (1998) used the closure in Equation 8 and obtained

\[\iiint dV \rho \varepsilon_p \approx 0.4 \times 10^{12} \text{ W},\]  

(24)

or 0.4 Terrawatt (TW) for the global ocean below the mixed layer.\(^2\) Alternatively, one can estimate \(\varepsilon_p\) by computing the work necessary to lift the abyssal waters through stratification; the two estimates produce approximate agreement.\(^3\)

We can now use Equation 8 to convert an estimate of \(\varepsilon_p\) to one for \(\varepsilon\). Munk & Wunsch (1998) took \(\Gamma = 0.2\) and estimated that 2 TW of energy is dissipated

\(^2\)Obtaining an intuitive sense of such energy numbers is not so easy. Consider that an adult human consumes energy at about 100 W. Thus, two billion adults have an energy requirement of about 0.1 TW.

\(^3\)The energy required to lift the abyssal, dense waters through stratification is,

\[\iiint dV (\sigma_0 + \Delta \sigma) gw,\]  

(25)

where \(\sigma_0\) is the potential density of the waters that sink in high latitudes, and \(\Delta \sigma\) is the departure from that reference density in the upwelling branch. Without mixing, the downwelling and upwelling waters would have the same density. Mixing introduces an energy source that modifies the potential density of water parcels as they rise across isopycnals, in the return flow of the large-scale meridional overturning circulation. The energy required for this work is represented by the volume integral of \(\Delta \sigma gw\). Letting \(u = (0, 0, w_0)\), with \(w_0\) a uniform upwelling of \(10^{-7}\) m/s, and \(\sigma = \sigma_0 [1 - \alpha (z + 5000)]\), the energy involved in lifting fluid across the stratification from about \(z = -5000\) m to \(-2000\) m, is given by

\[\int_{-5000}^{-2000} \Delta \sigma gw \ dz \approx 3 \times 10^{-3} \text{ W/m}^2,\]  

(26)

where \(\Delta \sigma = \sigma(z) - \sigma_0\) and \(\alpha = 3 \times 10^{-7} \text{ m}^{-1}\). The rate of generation of potential energy for the total ocean is now obtained by multiplying \(3 \times 10^{-3} \text{ W/m}^2\) by the area of the ocean, taken as \(3.5 \times 10^{14} \text{ m}^2\). A crude global value is 1 TW.
by viscous stresses. This dissipation is sustained, in a steady state, by the energy transported by internal waves and by tidal forcing, as shown in Equation 20.

Where does this energy come from? Such a question is not normally asked—eddy coefficients are placed in the equations of motion, often in the Reynolds analogy to the role of molecular coefficients. Consider a thermally stratified, resting fluid. After a very long time, molecular processes render the temperature uniform. A uniformly mixed fluid has a higher center of mass than does a stably stratified one. To raise the center of mass, work must have been done. In the laminar limit, the energy source for this work lies with the particle kinetic energy at the molecular level, manifested through the diffusion coefficient for heat in the internal energy of the stratified fluid (the \( \rho c_p \kappa T \nabla T \) and \( \rho c_p \kappa T S \nabla S \) terms in Equation 11). In a model, if one simply replaces molecular diffusion coefficients with eddy coefficients or an equivalent, one introduces a possibly very large, covert potential energy source.

So far we have considered lateral averages across the whole ocean basins. In contrast, integrals over partial volumes of ocean can show steady-state production of potential, kinetic, and internal energies through the conversion terms. Getting much beyond this bland statement is not so easy. Not only does one have direct conversion terms, but the lateral advection of both kinetic and potential energies across open boundaries will not necessarily be negligible and one requires knowledge of the entire density and flow fields.

Wind Forcing

THE LARGE-SCALE FORCED FLOW Winds acting on the sea surface produce direct conversion of atmospheric kinetic energy into oceanic kinetic and potential energies. Lueck & Reid (1984) attempted an overall budget and estimated that the net transfer of kinetic energy from the wind field to the ocean-surface layers was in the range of 7–36 TW. Most of this input (e.g., Stern 1975) is supposed to remain in the surface layer, producing turbulent mixing and generating surface gravity waves, which somehow are dissipated (on beaches?), with only a very small fraction going into the large-scale general circulation.

The Ekman layer sets the oceanic general circulation into motion. How is this accomplished? Gill et al. (1974) considered a two-layer ocean subject to a zonal wind stress, \( \tau \). Divergence of the resulting Ekman layer generates a vertical velocity, \( w_E \), which does work against the hydrostatic pressure field, manifested in a downward-deflected isopycnal, \( h(x, y) \). (“Ekman pumping,” but Ekman suction in upwelling regions also increases the potential energy.) This result implies that the kinetic energy of the wind (in \( w_E \)) is converted at a rate \( W_E^{(1)} \) into oceanic potential energy by the work of \( w \) against the ambient pressure field.\(^4\) However,

\(^4\)A large literature exists on defining and determining the component of potential energy that is “available” (e.g., Winters et al. 1995), and is a subject of great complexity. Here, no such distinction is necessary, as any portion of the potential energy that is involved in the budget of production or conversion/destruction is, by definition, “available”.
associated with the potential energy is a geostrophic flow field

\[ u_g = \frac{1}{\rho f} \hat{k} \times \nabla p, \tag{27} \]

with a corresponding kinetic energy. The rate of work done by the wind on the ocean is the force times displacement per unit time, \( \tau \cdot u_g \), and which, when spatially and temporally integrated, produces an estimate \( W^{(2)} \). One finds, very generally, \( W^{(2)} = W^{(1)} \), and thus an equally valid view is that the energy transfer from atmosphere to the ocean is by direct generation of oceanic kinetic energy. In nearly geostrophic systems, all structures have both kinetic and potential energies (their ratio depends on the horizontal scale of the motion), and no uniquely definable energy pathway exists. \( u_g \) is the geostrophic velocity component and so \( W^{(2)} \) includes no energy input into small-scale motions. Either computation is a measure of the energy input by the wind directly into the oceanic general circulation. Using \( \tau \cdot u_g \), Wunsch (1998) found global values \( \approx 0.8 \) TW with about 80% entering in the Southern Ocean. Gill et al. (1974) suggested that wind energy was exported to western boundary currents and there dissipated, and also that the energy was removed by baroclinic instability. Further discussion of energy sinks is postponed until we consider other possible sources.

**INTERNAL WAVES AT NONTIDAL PERIODS** The ocean is filled with a ubiquitous field of internal waves, generally accurately described by the Garrett & Munk (1979) spectrum. Müller et al. (1986) and Staquet & Sommeria (2002) provide useful reviews. The large shear associated with low frequencies, and the possibility of convective instabilities, led to the general view that much, if not all, oceanic mixing occurs through the “breaking” of the internal wave field. There have been a number of serious attempts (Garrett 1979, Munk 1981, Gargett 1989) to quantify the rates at which the internal wave field can mix the ocean. Recent results are the theoretical discussion of Henyey et al. (1986), and the observational review of Gregg (1989).

The picture remains incomplete, but a summary would be that open-ocean mixing rates from internal waves are consistent with the measured values \( K \approx O(10^{-5} \text{ m}^2/\text{s}) \). Ambient internal wave-breaking away from topography appears to be capable of explaining the observed background mixing in the open ocean, but not the global average, which is 10 times higher. A major question is whether boundary interactions of internal waves make up the difference.

What are the sources of internal wave energy? Owing to the strong nonlinear interactions, and the apparent long decay time (Garrett 1979), several possibilities exist: (a) direct surface wind generation; (b) indirect internal wave generation through fluctuations of the mixed-layer depth (Townsend 1965); (c) indirect surface generation by nonlinear interaction of surface gravity waves; (d) tidal flows over topography; (e) other flows over topography (mesoscale eddies and the large-scale circulation); and (f) generation in the mesoscale variability through loss of balance. All of the above mechanisms except tidal generation depend on the wind strength.
The observed internal wave spectrum contains a large peak near the inertial frequency, $f$ (Fu 1981, Garrett 2001), only partially accounted for by the Garrett-Munk description. This peak contains much energy and vertical shear. Alford (2003) calculated a wind deposit of energy into this peak at about 0.5 TW.

**Tidal Input**

The sun and the moon work on the ocean at rates known with near-astronomical accuracy (Munk & Wunsch 1998). A best-estimate value is a 3.5-TW energy input into the ocean by the tides. Conventionally, tides have been thought to dissipate on the continental shelves where the energy input would be irrelevant to the general circulation. Although it has been known for many years that there are baroclinic motions at the tidal period in the open ocean, it was generally believed that they were not significant.

Unexpectedly, internal waves of tidal period are detectable in satellite altimeter data (e.g., Egbert & Ray 2000), and also tomographic records (Dushaw et al. 1995); they are ubiquitous and large, and apparently more effective at mixing the ocean than previously thought. Munk & Wunsch (1998) calculated that of the 3.5 TW of tidal dissipation, as much as 1 TW could be available to mix the abyssal ocean. More recent observations (Egbert & Ray 2000) support this inference, but 1 TW is likely an upper-bound.

Forced motion of fluid over topographic gradients generates internal waves of tidal period and turbulence in the complex of boundary layers possible in a rotating stratified fluid. Tidal-period internal waves can transmit their energies over long distances, and thus also mix the fluid remotely from the generation region through further encounters with topographic gradients (see Rudnick et al. 2003). Hypothetically, they could also sustain the broadband internal wave field (Müller et al. 1986). To simplify the discussion, we choose to regard the turbulent motions driven by the barotropic tide as a collective forcing of the kinetic energy equation, hiding all of the detail. In contrast to the wind field, tidal forcing is introduced at great depth and is thus efficiently placed for deep mixing.

**Geothermal Heating**

Like the wind field, and unlike internal wave mixing, geothermal heating is capable of influencing the general circulation on all space scales including the very largest. Despite the heating from below, fluxes are small and the resulting flows are weak (Scott et al. 2001). Huang (1999) estimated net energy input as 0.05 TW (correcting a factor of 10 in his paper).

**Buoyancy Forcing**

Huang & Wang (2003) calculated the net buoyancy work done on the ocean by exchanges with the atmosphere. Heating the fluid over the mixed-layer depth, $h_m$, forces the fluid column to expand, with a net rise in the center of mass and
an increase in potential energy (positive from the elevation of the sea surface, part-compensated by the mass-reduction at depth; e.g., Winton 1995, Huang & Wang 2003). Cooling, causing a contraction, lowers the center of mass, and hence the potential energy. Generally speaking, cooling occurs during periods when mixed layers attain considerably greater thickness than occurs during heating, resulting in a more efficient removal of potential energy. A great difficulty with the calculation concerns the role of high frequency, intense storm events, and the strong diurnal cycle. However, all the numbers tend to be small compared to the wind forcing, and currently, the best estimate of the work done by buoyancy forcing on the ocean is zero.

In Rossby’s (1965, 1998) type 3 laboratory experiment, there is a weak, completely thermally driven flow, but the author did not analyze the energetics. On the laboratory scale of course, \( K = \kappa_T \), the molecular value, for which the energy source is known.

A few estimates (e.g., Faller 1968, Huang 1998) exist of the potential energy input owing to fresh water exchange (evaporation and precipitation) between ocean and atmosphere. All of these estimates produce very small negative numbers (Huang’s value is \(-0.01 \) TW globally), but the value is uncertain. On average, the warm tropics with high-standing sea level are regions of evaporation; precipitation tends to occur in high latitudes of low sea level, both therefore tending to reduce the potential energy. For present purposes at the level of accuracy with which one can make budgets, these contributions are also estimated as zero.

**Atmospheric Pressure Loading**

In principle, fluctuations in nontidal atmospheric pressure loading can do work on the ocean circulation (e.g., Ponte 1994, Wunsch & Stammer 1997). R. Ponte (personal communication, 2002) estimated the total nontidal pressure-loading work at about \(10^{-2} \) TW.

**Summary of Energy Inputs**

Figure 5 displays a crude summary diagram of energy inputs and dissipation rates in a steady-state ocean. Many of the values shown are targets slated for replacement, and some numbers have been omitted altogether. A few inferences appear robust, such as: (a) The ocean circulation is not a heat engine. Buoyancy exchanges between ocean and atmosphere, far from forcing a measurable large-scale circulation, are weak and may even be net sinks of oceanic potential energy. (b) Both the large-scale meridional overturning mass circulation and baroclinic instability of the circulation as a whole release potential energy in roughly equal amounts, totalling very approximately 2–3 TW. Some (small) additional energy would be required to compensate the mechanical energy losses in lateral- and bottom-frictional boundary layers. (c) The resupply of potential energy, necessary to maintain the observed stratification below the directly wind-blown, turbulent layers, must therefore come from the conversion of kinetic energy. Only two important sources of
Figure 5  Strawman energy budget for the global ocean circulation, with uncertainties of at least factors of 2 and possibly as large as 10. Top row of boxes represent possible energy sources. Shaded boxes are the principal energy reservoirs in the ocean, with crude energy values given [in exajoules (EJ) $10^{18}$ J, and yottajoules (YJ) $10^{24}$ J]. Fluxes to and from the reservoirs are in terrawatts (TWs). Tidal input (see Munk & Wunsch 1998) of 3.5 TW is the only accurate number here. Total wind work is in the middle of the range estimated by Lueck & Reid (1984); net wind work on the general circulation is from Wunsch (1998). Heating/cooling/evaporation/precipitation values are all taken from Huang & Wang (2003). Value for surface waves and turbulence is for surface waves alone, as estimated by Lefevre & Cotton (2001). The internal wave energy estimate is by Munk (1981); the internal tide estimate is by Kantha & Tierney (1997); the Wunsch (1975) estimate is four times larger. Oort et al. (1994) estimated the energy of the general circulation. Energy of the mesoscale is from the Zang & Wunsch (2001) spectrum (X. Zang, personal communication, 2002). Ellipse indicates the conceivable importance of a loss of balance in the geostrophic mesoscale, resulting in internal waves and mixing, but of unknown importance. Dashed-dot lines indicate energy returned to the general circulation by mixing, and are first multiplied by $\Gamma$. Open-ocean mixing by internal waves includes the upper ocean.

such kinetic energy exist, the wind stress and tidal flows. The tides can account for approximately 1 TW, at most. The wind field provides approximately 1 TW—directly—to the large-scale circulation and probably at least another 0.5 TW by generating inertial waves and the internal wave continuum.

Taken together, Sandström’s (1908, 1916) and Paparella & Young’s (2002) theorems, the very small, probably negative, contribution to oceanic potential energy by buoyancy exchanges with the atmosphere, and the ready availability of
kinetic energy provided by winds and tides, one perceives the ocean circulation as a mechanically controlled system, but capable of moving immense amounts of heat, fresh water, and other properties.

RATES OF DISSIPATION— THE GLOBAL SCALE

How is the general circulation of the ocean dissipated? Three candidates exist. (a) The first is baroclinic and barotropic instabilities of the circulation through the generation of mesoscale eddies and related phenomena. However, this mechanism represents a path toward dissipation, not dissipation itself. (b) The second candidate is drag forces on the sea floor (turbulent boundary layers); drag on topographic features of all scales; mechanical interaction with the sloping sidewalls, both from the mean circulation and from the eddy field. (c) The third is energy conversion from the large-scale balanced flows into internal gravity waves and small-scale turbulence, the latter to be eventually dissipated.

Instability and the Mesoscale

Oceanic kinetic energy is dominated by approximately a factor of 150 (e.g., Wunsch 2002a, Figure 2) by time-dependent elements, which are in turn spatially dominated by scales of the order of 200 km relative to the time-average flow. About 60%–70% of that energy is baroclinic (e.g., Wunsch 1997).

Although there can be direct generation of variability by the wind field (e.g., Frankignoul & Müller 1979, Stammer et al. 2001), most of the baroclinic energy is the result of instabilities in many forms (Pedlosky 1987). The importance of eddies in the ocean circulation varies from slight over most of the open ocean, to very important in western boundary regions, and in the Southern Ocean (e.g., Karsten et al. 2002). This vast reservoir of kinetic energy contributes little to oceanic vertical mixing because baroclinic instability results in the extraction of potential (and kinetic) energy from the large-scale circulation (Pedlosky 1987); it cannot increase the potential energy, which is the requirement for a vertical mixing process. Dissipation of the eddies over topography or elsewhere and/or loss of geostrophic balance could produce mixing. “Stirring” by the mesoscale, the stretching out of scalar properties through advection in a reversible process, is important to the ultimate efficacy of mixing, as in Taylor dispersion. But it does not produce the irreversible process essential to the potential energy increase, unless the related potential vorticity stirring leads to significant failure of the quasi-geostrophic balance.

Because baroclinic instability removes potential energy from the system, it must be replenished by the same external forcing candidates already listed. To estimate the conversion rate of potential energy from the large- to the mesoscale, we separate the conversion term in Equation 23 into three components associated respectively with the mean circulation, mesoscale eddy motions, and turbulent mixing,

\[- \iiint dV \frac{\omega}{\rho} = G_{\text{mean}} + G_{\text{eddy}} + G_{\text{turbulence}} \approx 0. \tag{28}\]
(This decomposition makes sense only if there is no upgradient flux from the eddies to the mean.) Munk & Wunsch (1998) found the mixing term $G_{turbulence}$ to be of the order of $-0.4$ TW (that is, production of potential energy). The other two terms represent the conversion of potential into kinetic energy by restratification and are expected to be positive. The kinetic energy lost at small scales must be cancelled by the low-frequency mean term in Equation 23 if the total integral is to vanish. Sources of large-scale kinetic energy include geostrophic adjustment events, baroclinic instability, and the meridional overturning circulation. In the Munk & Wunsch (1998) budget, only the meridional overturning circulation was included.

Gent & McWilliams (1990) proposed a parameterization that relates $G_{eddy}$ to the mean density structure of the ocean, $\sigma_{mean}$ (see the general discussion in Tandon & Garrett 1996, and the review by Toole & McDougall 2001). Their parameterization is

$$G_{eddy} = -\iiint dV \, K_{GMc} g \left| \nabla \sigma_{mean} \right|^2 \frac{\partial \sigma_{mean}}{\partial z},$$

(29)

where $K_{GMc}$ is an empirical parameter, tuned in numerical models to give “reasonable” results for large-scale tracer fields.

Huang & Wang (2003) estimated the eddy conversion term in Equation 29 from hydrographic climatology, taking $K_{GMc} = 1000$ m$^2$/s, as the value appropriate for open-ocean mesoscale eddies. Their rough estimate was $1.3$ TW. The largest values of mean conversion by baroclinic eddies appear in the Southern Ocean, the same region where the wind-work energy input estimated by Wunsch (1998) also is a maximum. We repeated the same calculation with two different parameterization schemes, one by Visbek et al. (1997), and the other by Danabasoglu & McWilliams (1995). Their parameterizations differed in the handling of regions with weak stratification $\partial \sigma_{mean}/\partial z$, and which dominate Equation 29. Estimates of 0.2 and 0.8 TW, respectively, are obtained. The reliability of these numbers is thus difficult to judge because it depends on the empirical coefficient $K_{GMc}$, the particular parametrization scheme, and the underlying density climatology.

Owing to the large uncertainty in the estimate of the eddy conversion term, it is unclear how the balance in Equation 28 is satisfied. What is clear is that a large fraction of the potential energy generated by the winds is lost through baroclinic eddies. The Southern Ocean emerges as a unique region with intense input from the mean winds, and because of the mostly homogeneous physics, a region of large net generation of baroclinic eddies. Some energy of unknown magnitude must be left over to balance the bottom drag terms.

**Mesoscale Dissipation Rates**

Little is known about mesoscale eddy dissipation; models can say little, for various reasons. Zang & Wunsch (2001) estimated the spectrum of mesoscale variability as a function of position; the average value (X. Zang, personal communication, 2002)
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for the mesoscale energy, about 26 exajoules (1 EJ = 10^{18} J), is used in Figure 5.\footnote{There is an error of 100 in the Wunsch (1998) result.} If it is generated at the rate estimated by Huang & Wang (2003), it would all have to be dissipated about every six months. Fu et al. (1982) noticed that eddy energy over the very rough topography of the Mid-Atlantic Ridge was depleted below the main thermocline, a result consistent with inferences from altimeter measurements (Gille et al. 2000). No quantitative measure of the rate of dissipation implied is available. Additional energy exists in the barotropic mode and higher baroclinic ones; this energy and any direct wind-input would also lengthen the decay time. This discussion can be carried no further. But the large vertical scale of mesoscale eddy energy in the ocean precludes a direct significant contribution to mixing rates unless loss of near-geostrophic balance is very efficient.

**Drag Forces on the General Circulation**

Flows through abyssal passages generate intense mixing (Ferron et al. 1998, Hogg et al. 1982). The energy required to sustain this mixing comes from the large-scale wind work both on the mean and fluctuating circulations, plus whatever the eddy field does in such regions. Assuming that the large mixing rates seen in these passages are due to turbulence induced by the mean or eddy flow, and not by tidal and ambient internal wave mixing (the authors do not report any anomalously large tidal or internal wave signals), then one can obtain a crude estimate of the total dissipation. Taking the Romanche Fracture Zone as an example, Ferron et al. (1998) reported $K \approx 150 \times 10^{-4}$ m$^2$/s over $10^3$ km$^2$. Converting back to $\varepsilon_p$, using Equation 8, a value of $N$ corresponding to a five-hour period, and a vertical extent of 500 m (Ferron et al.’s Figure 2c),

$$\varepsilon_p \approx 1.8 \times 10^{-9} \text{ W/kg},$$

and

$$\iiint \rho \varepsilon dV \approx 4.5 \times 10^6 \text{ W}. \quad (31)$$

Although the local value is very high, it occupies only a fraction of the water column, and the area of the Fracture Zone is small. Even 1000 Romanche Fracture Zones would generate a negligible contribution to the total. Effects of the fracture zones and channels will likely be small in the overall energetics and abyssal mixing. In Figure 5, 0.1 TW is assigned as the rate of dissipation at the bottom for both the large-scale circulation and the eddy field, as barely significant placeholders. The vast area of the Southern Ocean is a region of potentially unusually strong near-bottom mixing, with its intense input of wind energy, rapid barotropic variations at high frequencies (e.g., Stammer et al. 2000), and strong mean and eddy flows across large ridge systems.
Balancing the Budget

Assuming the mesoscale generation value is about 1 TW, this number must be added to that required by the meridional overturning circulation. If the latter is also about 1 TW (see Footnote 3) one has a total required energy input into the circulation of about 2 TW. To the degree that eddies are generated directly by the wind, one would subtract that contribution. Frankignoul & Müller (1979) estimated a wind-driven eddy-generation rate of about $5 \times 10^{10}$ W = 0.05 TW, which is negligible at the current levels of budget accuracy. We identify corresponding energy sources summing to about 1.7 TW for the abyssal circulation (Figure 5). (One would like to have a global integral value for $\rho_e$, which could be equated to the energy input, but no useful estimate is available.) Consequently, the total numbers for input and dissipation are somewhat different, but given the great inaccuracies and assumptions involved in their calculation, one is gratified that they come out so close!

The picture that emerges in Figure 5 differs in two major ways from that described by Munk & Wunsch (1998): (a) it accounts for the generation of mesoscale eddies, and (b) the net wind work on the general circulation does not go significantly into the abyssal mixing budget; instead it is lost primarily to baroclinic and other instabilities, with only a minor component available for mixing in the abyssal passages and fracture zones. We postulate that the ambient internal wave accounts for the great bulk of both the combined interior and boundary mixing, be it tidally or wind-forced, or generated by loss of balance in the mesoscale.

BOUNDARY MIXING AND INTERNAL WAVES

Munk (1966) proposed that ocean boundaries are the primary regions of oceanic mixing, but the possibility attracted little attention at the time. Internal waves were always implicated strongly because of the very high wavenumbers generated when such waves encounter sloping boundaries (Phillips 1977), and internal tides can also be preferentially generated there. Garrett & St. Laurent (2002) reviewed recent work on the generation problem. More recent additions to the literature include Balmforth et al. (2002), St. Laurent & Garrett (2002), Llewellyn-Smith & Young (2002), Legg & Adcroft (2003), and Khatiwala (2003).

Eriksen (1985) studied three-dimensional wave reflections, and some work has been done on the mean flows generated on two- and three-dimensional reflection (e.g., Thorpe 2001), but this subject warrants its own review. An extreme version of internal waves encountering slopes occurs in the canyon-like features incised into the continental margins and occurring as substructures of the mid-ocean ridges. It has been known for a long time that waves focusing into the canyons can produce energy densities far in excess of those found in the open sea, with consequent greatly enhanced dissipation (Petruncio et al. 1998, St. Laurent et al. 2001, Kunze et al. 2002). Dissipative boundary layers in a rotating stratified fluid can be remarkably intricate (Phillips et al. 1986, Garrett et al. 1993), and the subject is not
well explored. These layers, and the near-hyperbolic behavior of inviscid waves, render computation of the flow field a serious challenge to any large-scale numerical model.

Real ocean topography is extremely complicated and the resultant mixing from all possible sources has not been parameterized (Jayne & St. Laurent 2001 suggested a form for the tidal component). What observational evidence does exist suggests that the full three-dimensional structures and slopes of the local topographies will enter any useful parameterization.

MODELS

Numerical general circulation models are a powerful tool for understanding the ocean. However, in their present state they prove not as helpful in elucidating mixing and energetics as one might anticipate. Several sources of difficulty can be identified, including the arbitrary introduction of eddy-mixing coefficients with numerical values tuned to provide realistic simulations. These lack any link to the underlying sources of the implicit turbulence. That is, they imply a turbulent field, but one without an associated energy source; this omission is of particular concern in models without any wind forcing, including even simple box models [e.g., variants of Stommel (1961)]. Another source of difficulty is the near-ubiquity of the Boussinesq approximation (several versions in several numerical representations), which renders problematic even a gross energy budget for the system. Reasons of space preclude a serious discussion of the energetics and mixing in models, and we regretfully defer this important subject (but see Huang & Wang 2003).

MIXING EFFICIENCY

The parameter $\Gamma$ appearing in Equation 8, known as the mixing efficiency, relates the total system dissipation, $\varepsilon$, to the fraction actually available to mix the fluid. It is commonly written in terms of the flux Richardson number $Ri_f = N^2 / (dU/dz)^2$, where $U$ is a large-scale horizontal flow (see Turner 1973) and

$$\Gamma = \frac{Ri_f}{1 - Ri_f}. \quad (32)$$

A value $\Gamma \approx 0.2$ is often used. Much controversy exists over the expectation that it should be a universal constant. A recent review by Peltier & Caulfield (2003) provides examples of flows with mixing efficiencies as large as 0.5. However, recent controversial laboratory experiments on grid turbulence in stratified fluids suggest that $\Gamma$ drops abruptly with increasing $\varepsilon / N^2$ (Barry et al. 2001). The oceanographic problem has a large literature of its own. If $\Gamma$ was much smaller, on average, than values around 0.2, it would increase the required supply of external mechanical energy as deduced from the measurements of $\varepsilon$, and increase most of the interior
energy flux numbers in Figure 5. Currently, it is not possible to say anything useful about spatial and temporal variability of $\Gamma'$ in the ocean, but progress may be at hand (Canuto et al. 2001).

SUMMARY AND CONCLUSIONS

The statistically steady ocean circulation appears to be a mechanically forced phenomenon; despite its transport of enormous amounts of heat energy, it is not buoyancy-driven. Its essential energetics are the conversion of kinetic energy of the wind and tides into oceanic potential and kinetic energy through the generation of the large-scale circulation. Heating/cooling/evaporation/precipitation directly affect the ability of the wind to create potential energy, but they are only slightly involved in the energy cycle, possibly even reducing the potential energy. The energy contained in the large-scale circulation (mainly, but not solely, potential) is converted into kinetic energy in the interior through baroclinic and barotropic instabilities. (Spin-up of the ocean from rest is a completely different process.)

To maintain the stratified steady state, whose potential energy is released by the resulting meridional overturning circulation and generation of the eddy field, a source of kinetic energy is required to mix the dense fluid across the observed stable stratification. Kinetic energy in the large-scale circulation and mesoscale eddies does not have any significant direct role in the required mixing. Much, if not all, of the mixing energy is bound up in the internal wave field, including components of tidal origin. Direct internal wave generation by the wind field at the sea surface is probably a major, if poorly quantified, source; this energy can radiate throughout the ocean. A second major source is the abyssal tidal flow, where the kinetic energy is directly implanted at great depth. A third unquantified source is generation of internal waves through interactions of the mesoscale eddy field with bottom topography, and through conversion by other processes into nonrotationally balanced motions. Internal wave energy can sustain large-scale, but weak, interior mixing through localized instabilities, and produce extremely strong mixing in the presence of complex topographic gradients. A global average vertical profile of mixing of either type is unavailable. An attempt to balance the budgets of energy input into the large-scale circulation against the rate of work required to maintain it succeeds qualitatively. Numerous assumptions and inaccuracies are involved.

In quantifying the relative contributions of winds and tides, it appears that by pushing the limits of physical possibility, tidal mixing can account for approximately half of the required abyssal energy, with the wind providing the remainder. To the degree that the total required energy has been underestimated, perhaps through use of too large of a mixing efficiency $\Gamma'$, the wind field produces so much kinetic energy in the near-surface ocean that even if only a modest additional fraction radiates into the interior, it would be adequate to provide the energy. This view contrasts with the picture that places all mixing in the near-surface boundary layers. Such a process is undoubtedly an important contribution to the circulation.
of the upper ocean, but it appears neither necessary nor sufficient to explain the abyssal stratification, which does not display the required surfacing of the deep isopycnals.

It is unclear the degree to which the oceanic meridional overturning circulation and the related transports of heat and chemical properties are rate-limited by particular mechanisms. In the atmosphere, the limit set on the meridional overturning circulation (the Hadley Cell), by an upper bound on the radiative cooling (see Emanuel et al. 1994) would be an analogue of the control of the ocean circulation by available mixing rates. But one can only get so far in a quantitative determination of the oceanic energy balance without an actual knowledge of the full three-dimensional flow field.

Major omissions in the energy conversion discussion here include the effects of double and differential diffusion (see Gargett 1989) and transformations dependent on the nonlinearities of the equation of state (e.g., Fofonoff 1998). Potential energy can be released through these processes, and a full budget will eventually have to account for them, but the ultimate forcing still lies at the sea surface. These processes warrant a full review of their own.

Energy arguments undermine the widespread belief in a “thermohaline” circulation-driven by surface buoyancy forces; the fundamental driver of the circulation is the wind field, including that part which transports heat and fresh water (Wunsch 2002b). Buoyancy exchange at the sea surface partially controls the properties of the circulation, including the heat budget, but the fundamental aspect—the movement of mass—is dominantly wind- and tide-driven.

Questions of oceanic energetics and mixing are perhaps most important in efforts to calculate the ocean state under very different conditions than those existing today. That is, models are tuned to produce realistic-appearing circulations using eddy coefficients and other parameterizations that may compensate for qualitatively or quantitatively incorrect system energetics and other problems. In past climate states, there were radically different configurations of continents, wind systems, mean atmospheric temperatures, locations of large ice sheets, sea level, and the like. Both wind- and tide-induced mixing rates must have shifted greatly. Models carrying covert sources of kinetic and potential energy will be deeply suspect, particularly when run over long periods of time.

Many issues remain. We lack quantitative understanding of several things, including: \(a\) the energy budget for the upper turbulent layer of the ocean in direct contact with the wind field; \(b\) the sources controlling the internal wave energy in the ocean and the rate at which it is dissipated; \(c\) a global estimate of the mechanisms of the dissipation of wind energy including surface waves; \(d\) parameterizations of the mixing generated by the interaction of internal waves, mesoscale eddies, high-frequency barotropic fluctuations, and other motions over sloping topography, best written as \(K(\tau, x, y, z)\), where \(\tau\) is the wind stress; \(e\) the mechanisms dominating the dissipation of mesoscale eddies; and \(f\) the net effect of bottom drag, particularly as it occurs in narrow passages such as the Vema Channel. All of these are critical to any claim to forecast future climate
states as they appear to largely control the mass, heat, and freshwater budgets of the oceans.
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Figure 1  Potential density surfaces, $\sigma$, in kg/m³ along a section running down the central Pacific Ocean from Antarctica to the Aleutians (WOCE Section P16). Numerical values are $(\sigma-1000) \times 10^3$. [Technically, these are so-called neutral surfaces (McDougall 1987), which differ slightly from the conventional density to accommodate problems arising from the nonlinear equation of the state of sea water. For present purposes, the difference from true density is immaterial.]
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