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A B S T R A C T

The Black Sea is one of the largest land-locked basins in the world. Due to the vulnerability of its unique marine
ecosystem, accurate long-term modelling of its hydrodynamics is needed. In this study, we first compare the
skills of four NEMO based Black Sea models in a free-run which use different discretization schemes. We find
that the most accurate results are obtained with the model (named CUR-ME𝑠) which has a 3D mesh optimized
for the prevailing dynamics. This new model uses a curvilinear horizontal grid with increased resolution (≈ 950
𝑚) over the shelf-break and lower resolution (≈ 6 𝑘𝑚) in areas where the scale of relevant processes is larger
(≈ 20 𝑘𝑚). In the vertical, CUR-MEs uses Multi-Envelope curved s-levels designed to optimize the representation
of the Cold Intermediate Layer (CIL). Second, we compare CUR-MEs in free-run with the data-assimilative
CMEMS reanalysis. Validation against independent observations shows that the two models have similar skills
- e.g., the difference between the mean BIAS and RMSE of the two models is ≈ 0.15◦𝐶 for temperature and
≈ 0.07 for salinity. The CUR-MEs model, even without data assimilation, is able to correctly reproduce the
details of the variability of the Mean Kinetic Energy and the CIL.

1. Introduction

The Black Sea is one of the largest land-locked basins in the world,
located on the border between Europe and Asia. It communicates
with the Mediterranean sea via the Marmara and Aegean seas and
through a system of narrow straits, namely the Bosphorus and the
Dardanelles (Shapiro, 2008).

In 2004, the population of states bordering the Black Sea counted a
total of about 294 million inhabitants (Vespremeanu and Golumbeanu,
2018), making the coastal and shelf zones of the sea areas of prime
economical and social importance (Shapiro et al., 2011). During the
end of the last century, the increased Black Sea anthropogenic pollution
caused one of the worst environmental crises of the world oceans,
resulting in the collapse of much of its coastal ecosystem (Mee, 1992).

One of the most defining feature of the Black Sea circulation is
the Rim Current, a basin-scale coherent cyclonic current flowing in a
proximity of the shelf-break (Shapiro et al., 2010). The Rim Current
is a subject to instabilities which eventually lead to the generation of
mesoscale anticyclonic coastal eddies (Staneva et al., 2001; Shapiro,
2008). Mesoscale eddies contribute to shelf-deep sea water exchanges
and hence to the health of the marine ecosystem (e.g., Zatsepin et al.
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(2003), Shapiro et al. (2010), Zhou et al. (2014) and Stanev et al.
(2014) and references therein).

A specific thermal feature of the Black Sea is the Cold Interme-
diate Layer (CIL), a distinct well preserved sub-surface water mass
with temperature minimums located between the seasonal and perma-
nent pycnoclines (e.g., Ivanov and Belokopytov (2012) and references
therein). The CIL separates the Black Sea oxygen-rich surface layer from
the oxygen-depleted deeper waters contaminated with the hydrogen
sulphide. Recent studies indicate a weakening of the CIL (e.g. Capet
et al. (2016)), which could result in greater mixing between deep and
surface water with potential catastrophic consequences for the biota.
Hence there is a need for accurate long-term modelling of the Black
Sea marine environment including the variability of the CIL, trends
in its circulation and other parameters underpinning the state of its
ecosystem.

Several Black Sea ocean models exist, the majority of which com-
bines a regular geographical horizontal grid with a constant resolution,
with one of the standard vertical coordinate systems, either 𝑧-level
(geopotential) or terrain-following (see Stanev (2005) for a review of
different coordinate systems used in the Black Sea modelling). For
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example, 𝑧-level coordinates are used in the studies by Staneva et al.
(2001), Korotaev et al. (2011) and many others. Terrain-following
coordinates were used, among others, by Besiktepe et al. (2001) and
Cannaby et al. (2015).

Neither of these two discretization schemes are free of errors
(Griffies, 2004). In 𝑧-coordinate systems, the step-like representation
of the bottom topography leads to overmixing over the continental
slope while terrain-following models are known to have errors in
computing the pressure gradient force, particularly in areas of steep
continental slope (e.g. Ezer and Mellor (2004)). Moreover, both vertical
discretization methods are affected by the spurious numerical diapycnal
mixing when computational surfaces cross the isopycnals. Vertical grids
where computational levels follow isopycnals (known as isopycnal
grids, e.g. Bleck (1998)) have their own disadvantages, especially in
weakly stratified areas, such as over the continental shelf or in the
upper or bottom mixed layers (Griffies, 2004).

In order to minimize above mentioned computational errors, several
methods were developed. For instance, Grayek et al. (2010) and Cilib-
erti et al. (2016) used a 𝑧-levels with a partial steps vertical discretiza-
tion scheme (Pacanowski et al., 1998) to overcome the problems of
𝑧-models when reproducing the bottom topography. Regarding terrain-
following models, several different methods were developed to reduce
the horizontal pressure gradient errors and improve their accuracy in
the Black Sea. Stanev and Beckers (1999b) and Capet et al. (2012)
used a model with the double-sigma vertical coordinate system to study
barotropic and baroclinic oscillations and the long term variability of
the Black Sea physical processes. Enriquez et al. (2005) showed that
using an artificial flat bottom at a depth of 1500 m to reduce the cur-
vature of the terrain-following coordinate system allows to adequately
reproduce the mesoscale circulation of the sea. Shapiro et al. (2013)
introduced a novel 𝑠-on-top-of-𝑧 vertical discretization scheme able to
combine the advantages of both 𝑧− and 𝑠−level schemes and, therefore,
minimize their drawbacks. Recently, Miladinova et al. (2017) proved
that a generalized boundary-following vertical grid can be used to study
the long-term variability of the Black Sea thermohaline properties.

Regarding the horizontal discretization, two main approaches are
used in high-resolution ocean modelling: (i) nesting the high-resolution
model into a lower-resolution one, and (ii) using a horizontal grid
with variable resolution. For example, Diansky et al. (2013) and Gusev
et al. (2017) used a structured horizontal grid (i.e. with trapezoidal
cells) with increased resolution (≈ 50 m) near the Big Sochi coast
to improve the simulation of oil spills. Divinsky et al. (2015) used
unstructured grids with triangular cells to study the sub-mesoscale
dynamics of the Black Sea northeastern shelf. Recently, Stanev et al.
(2017) used an unstructured grid combining triangular and quadrilat-
eral cells with an increased resolution in the Kerch, Bosphorus and
Dardanelles straits to study the circulation and interbasin exchange in
the Azov–Black–Marmara–Mediterranean Seas system.

A widely used method to improve model skills is Data Assimilation
(DA). Whilst there is an abundance of the sea surface data, such as
temperature or sea level anomalies obtained by the satellites, in situ
observations of the water column are much scarcer. Therefore, there is
a need for a model able to generate smaller errors in free-run (without
DA), hence requiring less observational data.

The aim of this study is to assess and quantify whether optimizing
the 3D computational mesh of a Black Sea model for the prevail-
ing physical processes in question has an impact on the accuracy of
the simulation. For that reason, we investigate the behaviour of four
numerical models of the Black Sea hydrodynamics based on NEMO
3.6-stable ocean code (Madec, 2008). All models have the same initial
condition and external forcing, while they differ in the combination
of the horizontal and vertical discretization schemes. Two different
types of numerical experiments are carried out. In the first experiment,
the modelling skills of all four simulations are compared, in order
to identify the one with the best accuracy. In the second one, the
simulation showing the best behaviour is compared to the EU (CMEMS)

Table 1
Features of the numerical mesh of the four Black Sea models developed in this study.
The CUR-ME𝑠 model, which is the model showing the best accuracy in the first
experiment (see Section 3.1), is highlighted in bold. The resolution of the vertical
grids is computed in the deep basin.

Model Horizontal
grid type

Horizontal
resol. [m]

Vertical grid
type

Vertical
resol. [m]

Regular min = 2757 𝑧-coord.+ min = 1
GEO-zps Geograph. max = 3035 part. steps max = 176

(GEO) mean = 2908 (𝑧𝑝𝑠) mean = 44

Regular min = 2757 Multi-Env. min = 1
GEO-MEs Geograph. max = 3035 𝑠-coord. max = 171

(GEO) mean = 2908 (ME𝑠) mean = 42

Shelf-break min = 984 𝑧-coord.+ min = 1
CUR-zps following max = 6172 part. steps max = 176

(CUR) mean = 2646 (𝑧𝑝𝑠) mean = 44

Shelf-break min = 𝟗𝟖𝟒 Multi-Env min = 𝟏
CUR-MEs following max = 𝟔𝟏𝟕𝟐 s-coord. max = 𝟏𝟕𝟏

(CUR) mean = 𝟐𝟔𝟒𝟔 (MEs) mean = 𝟒𝟐

Black Sea reanalysis dataset. CMEMS is a data-assimilating system that
currently represents the best official EU estimate of the 1995–2015
Black Sea state. Finally, we investigate the seasonal and interannual
variability of the Mean Kinetic Energy (MKE) and the CIL simulated
by the model with the highest accuracy in the first experiment and the
CMEMS reanalysis.

The paper is organized as follows. Section 2 describes in detail
the four numerical models implemented in this study (Section 2.1),
the design of the performed numerical experiments (Section 2.2), the
external datasets used to validate or to compare with the models’
results (Section 2.3) and metrics used to assess the models’ accuracy
(Section 2.4). In Section 3, numerical results of the first and second
experiments are presented and discussed in Sections 3.1 and 3.2, re-
spectively, while in Section 3.3 we analyse the variability of the MKE
of the geostrophic currents and the CIL simulated by the new model and
the CMEMS reanalysis. Section 4 summarizes our main conclusions.

2. Materials and methods

In this study, we simulate the Black Sea hydrodynamics by us-
ing a modified version of NEMO General Circulation model (Madec,
2008) along with real external forcings. The governing equations solved
by the NEMO ocean model together with parameters and numerical
techniques adopted in this study are detailed in Appendix.

2.1. Numerical model setups

Four numerical models are implemented differing only in the type
of the 3D mesh. In the horizontal direction the models use (i) a regular
geographical horizontal grid (hereafter called GEO) or (ii) a shelf-break
following curvilinear grid (hereafter called CUR) where grid lines are
designed to follow the 200 m isobath. In the vertical, the models use
(i) a standard 𝑧-levels with partial steps discretization scheme (here-
after called 𝑧𝑝𝑠) or (ii) the new Multi-Envelope s-coordinate system
of Bruciaferri et al. (2018) (hereafter called ME𝑠). The four numerical
models are identified in the paper as GEO-𝑧𝑝𝑠, GEO-ME𝑠, CUR-𝑧𝑝𝑠 and
CUR-ME𝑠 and their features are summarized in Table 1.

2.1.1. Models’ domain
The models’ domain covers the entire Black Sea, from 27.4◦E to

41.9◦E in the zonal direction and from 40.8◦N to 46.7◦N in the merid-
ional one (Fig. 1a). The current implementation considers closed lat-
eral boundaries and the Bosphorus exchanges are parameterized by a
two-layer river.

The bottom topography dataset used in this study is taken from
the high-resolution EMODnet Digital Topography Model 2018 (Shom,
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Fig. 1. (a) EMODnet DTM 2018 Black Sea topography map and locations of hydrographic stations (see Section 2.3) used to validate models results. In the inset, the histogram
shows the total number of observations available for each year. (b) Map of the first baroclinic Rossby radius of deformation 𝑅𝐷 in the Black Sea and CUR horizontal grid resolution
(𝑒1 and 𝑒2 are grid cells sizes in km). (c) Map of the regular geographical grid GEO and (d) map of the orthogonal curvilinear grid CUR developed for this study. Grid nodes are
plotted every 2 points in each direction for clarity.

2018) (Fig. 1a). Models’ bathymetry is computed by averaging all
the EMODnet topography points within a particular wet cell of the
models’ grid. Such an approach allows one to create a remapped
lower resolution bathymetry which is highly representative of the
finer resolution one, especially in the regions where steep bathymetry
changes occur (Sikirić et al., 2009). The minimum depth of the models
bathymetry is 6 m while the maximum is 2208 m.

2.1.2. Horizontal grids
Two different horizontal grids with the same number of grid points

405 × 225 are implemented. The first one is a regular geographical grid
with grid lines aligned with parallels and meridians, with a resolution
of ≈ 3 km in both directions and denoted as GEO in the manuscript
(Fig. 1c).

The second one is a general orthogonal curvilinear grid and it is
identified as CUR in the paper (Fig. 1d). It is designed to have grid lines
following the shelf-break line (the 200 m isobath) with a variable grid
cells sizes and higher resolution near the shelf-break. The minimum
grid size of the CUR grid is ≈ 1 km, while its maximum value is ≈ 6
km.

The generation of horizontal general curvilinear grids involves the
usage of a 2D conformal transformations which allows mapping of an
irregular physical domains with physical coordinates (𝑥, 𝑦) onto regular
computational domains with orthogonal coordinates (𝑖, 𝑗) (Ives, 1982).

In order to better resolve mesoscale and sub-mesoscale dynamics,
the CUR grid has an increased resolution in a proximity of the 200 m
isobath, especially along the cross shelf-break direction. This approach
should allow to:

1. improve the accuracy of the simulations regarding the interac-
tions between the meso-scale eddies and the large-scale circula-
tion, since the first baroclinic Rossby radius of deformation 𝑅𝐷 is
resolved more accurately;

2. reduce horizontal pressure gradient errors arising from the dis-
cretization of the governing equations with curved vertical levels,
since the slope parameter is reduced, i.e. the change of depths of
adjacent grid points divided by their mean (e.g. Ezer and Mellor
(2000));

3. have a more realistic (in terms of resolution) bathymetry in a
proximity of the shelf-break and hence a more accurate simula-
tion of the influence of the topography on the oceanic flow;

Fig. 1b describes the relationship between the first baroclinic Rossby
radius of deformation 𝑅𝐷 in the Black Sea and CUR grid resolution (𝑒1
and 𝑒2 are grid cells sizes, see Appendix). The Black Sea Rossby radius
of deformation is computed as

𝑅𝐷 =
𝑐1
|𝑓 |

(1)

where 𝑓 = 2𝛺 sin 𝜃 is the Coriolis parameter (𝛺 is the Earth’s angular
velocity and 𝜃 is the latitude) and 𝑐1 is the first eigenvalue satisfying
the Sturm–Liouville boundary value problem for the vertical velocity of
the linearized quasi-geostrophic potential vorticity equation with zero
background mean flow (Chelton et al., 1998). Monthly climatological
data of temperature and salinity taken from the Black Sea Atlas (Su-
vorov et al., 2003) are used to compute 𝑐1. Excluding a narrow strip of
very shallow areas near the coast, our calculation of 𝑅𝐷 corresponds
to an average first baroclinic Rossby radius of ≈ 20 km in the Black
Sea, in agreement with previous estimates (e.g. Blatov and Ivanov
(1992), Blokhina and Afanasyev (2003), Stanev (2005) and Zatsepin
et al. (2019)). Fig. 1b shows that the CUR grid is eddy resolving, except
in limited areas near the coast where the Rossby radius is very small.
The grid anisotropy 𝑒2∕𝑒1 is ≤ 3.3 (Xu et al., 2015).

2.1.3. Vertical grids
Two different vertical grids with 51 levels are implemented in this

paper (see Fig. 2): one uses the common 𝑧-level with partial steps
(𝑧𝑝𝑠) scheme, while the second one uses the novel Multi-Envelope
𝑠-coordinate (ME𝑠) system (Bruciaferri et al., 2018). For better com-
parison, both ME𝑠 and 𝑧𝑝𝑠 grids have the computational level 𝑛◦ 36
placed at the same depth of 310 m.

The 𝑧𝑝𝑠 grid (Fig. 2a, c) uses a standard NEMO v3.6 𝑧-partial steps
scheme (Madec, 2008) with a minimum layer thickness of 1 m. Partial
steps parameters are given in Appendix.

The ME𝑠 grid is configured using five envelopes (see red lines
labelled 𝐻 𝑖

𝑒, with 1 ≤ 𝑖 ≤ 5, in Fig. 2b, d and f) and the same
number of levels as the 𝑧𝑝𝑠 scheme (i.e. 51). Envelopes are arbitrary
reference surfaces which divide the ocean model vertical domain into
sub-zones 𝐷𝑖, with 1 ≤ 𝑖 ≤ 5 (see Fig. 2b and c). They are used to
define computational surfaces that in each sub-zone 𝐷𝑖 are curved and
adjusted to follow boundary envelopes (see Bruciaferri et al. (2018)
for the details). Our Black Sea ME𝑠 grid has 27 levels allocated to the
uppermost sub-zone 𝐷1, 6 to the intermediate sub-zone 𝐷3 and 5 to the
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Fig. 2. Model bathymetry and computational levels configuration in the 𝑧𝑝𝑠 (a, c and e) and ME𝑠 (b, d and f) vertical grids along sections shown in the inset. Panels a, b, c and
d show the same vertical transect, with c and d showing the zoomed part between the surface and 300 m depth.

deeper sub-zone 𝐷5, while 9 and 4 computational surfaces are assigned
to transition sub-zones 𝐷2 and 𝐷4, respectively. Envelopes 𝐻2

𝑒 , 𝐻3
𝑒

and 𝐻4
𝑒 are geopotential surfaces located at depths of 310, 1200 and

1500 m respectively. This means that the sub-zone 𝐷3 of the ME𝑠 grid
is effectively discretized with 𝑧-levels. The deeper envelope 𝐻5

𝑒 is a
smoothed version of the actual bathymetry with depths greater than
1800 m. Smoothing is performed by applying the Martinho and Batteen
(2006) algorithm with a maximum slope parameter 𝑟𝑚𝑎𝑥 = 0.06.

The origin and replenishment of the CIL is classically attributed
to the mutual interaction of the two main processes (Stanev et al.,
2003; Korotaev et al., 2014): the cascading of cold water formed during
winter in the north-western shelf and winter convective mixing in the
middle of cyclonic gyres. In order to properly represent these two
physical processes, the upper envelope 𝐻1

𝑒 is designed to follow an
‘enveloping’-bathymetry over the continental slope and shelf while
it follows the climatological winter isopycnic surface with density
𝜎𝑒 = 15.4 kg m−3 in open ocean areas. Such isopycnic surface is
typically used to identify the deeper boundary of the CIL (Ivanov and
Belokopytov, 2012) and it is computed by using January, February and
March climatological temperature and salinity data from the Black Sea
Atlas (Suvorov et al., 2003).

The terrain-following portion of the envelope 𝐻1
𝑒 has minimum and

maximum depths equal to 10 and 140 m, respectively. The envelope is
obtained by smoothing the actual topography according to local crite-
ria: the Hanning filter is applied in a proximity of the Danube canyon,
while different slope parameter threshold values for the Martinho and
Batteen (2006) smoothing algorithm are used in different areas of the
domain. For example, in the north-western shelf a maximum slope
parameter 𝑟𝑚𝑎𝑥 = 0.07 is used, while in the south-eastern part of the
domain we use 𝑟𝑚𝑎𝑥 = 0.05 to handle a wall-like topography. When

the slope parameter is higher than the prescribed 𝑟𝑚𝑎𝑥, the envelope is
smoothed, resulting in computational levels going below the actual bot-
tom (see Fig. 2f). With this approach we are able to reduce numerical
errors linked to the computation of horizontal pressure gradients with
curved levels without changing the model bathymetry. The thickness
of the uppermost model cell in the middle of the domain is ≈ 1 m.

2.1.4. Models’ initial condition and external forcings
Numerical simulations span the 2007–2009 period. This time inter-

val was chosen due to the data availability, for both external forcings
and observations (see Section 2.3). Momentum, water and heat fluxes
are computed using the CORE bulk formulae (Large and Yeager, 2009)
along with the atmospheric fields taken from the SKIRON weather fore-
casting system (Kallos et al., 1997) . The SKIRON forecast dataset has
horizontal and temporal resolutions of 0.1◦ × 0.1◦ and 2 h, respectively,
including wind speed at 10 m, air temperature and specific humidity
at 2 m, short and long wave radiation and total precipitation.

Accurate atmospheric forcing is crucial for the adequate perfor-
mance of ocean models. This is especially true for the Black Sea,
where small errors in the freshwater and heat forcings could result in
large inaccuracies in long-term simulations of water masses formation
processes (Stanev et al., 1997). In particular, cloud-related short-wave
errors may cause excessive downward surface short-wave radiation,
affecting the ability of a Black Sea model to properly represent the CIL
interannual variability (Staneva et al., 1995).

Recently, Miladinova et al. (2018) showed that the ECMWF ERA-
Interim reanalysis atmospheric dataset can be used to realistically
simulate the multi-year CIL dynamics. For this reason, we weight
the SKIRON short-wave radiation forcing with monthly climatological
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Fig. 3. (a–f) Timeseries of the basin averaged SKIRON atmospheric fields used to force the four Black Sea models: (a) Air temperature at 2m [◦C]; (b) Specific humidity at 2m
[kg/kg]; (c) Short wave radiation [W m−2]; (d) Long wave radiation [W m−2]; (e) Total precipitation [km3 day−1]; (f) Wind stress 𝜏 (blue line) [N m−2] and wind stress curl (∇⃗ × 𝜏)𝑧
(red line) [N m−3]. (g) Monthly timeseries of the river discharges [km3 year−1] of Danube (black), Dnepr (red) and Dniester (blue) rivers; (i) Bosphorus fluxes in the upper (blue)
and lower (red) layers, while the net flux is shown in green. Negative values identify flows from the Black Sea to the Marmara sea.

factors. They are determined by fitting the area averaged SKIRON short-
wave signal with the one from the ERA-INTERIM reanalysis. Panels a, b,
c, d, e, f in Fig. 3 present timeseries of the basin averaged SKIRON atmo-
spheric fields used in this study, showing that the seasonal variability
and the magnitude of the atmospheric forcing are in good agreement
with previous estimates (e.g. Stanev et al. (1995) and Miladinova et al.
(2018)).

The models contain 11 main rivers and river discharges are esti-
mated by approximating monthly data from the Global Runoff Data
Centre (GRDC, 2014). For the Danube we use daily data for 2007 and
2008 while for 2009 we use monthly climatological values. For all the
other rivers, daily or monthly data are not available for the period
of our study so we use monthly climatological values computed using
the entire GRDC dataset. Rivers’ salinity is 1. Timeseries of the river
discharges for the main rivers of the Black Sea used in this study are
shown in Fig. 3g.

The Bosphorus strait is characterized by a two-layer exchange sys-
tem: an upper current transports low salinity water from the Black Sea
towards the Marmara Sea while a deeper flow runs in the opposite
direction pouring high salinity water of Mediterranean origin into the
Black Sea. Upper and lower layer climatological fluxes are estimated
approximating monthly values given by Aydoğdu et al. (2018) (see
their Fig. 14b) with two analytical functions (see blue, red and green
lines in Fig. 3h for upper layer out-flow, lower layer in-flow and net-
flow, respectively). Salinity of incoming Mediterranean water is set to
36.

Our models have closed lateral boundary conditions and volume
conservation is ensured redistributing the excess or deficit of water flux
between surface model cells according to their corresponding area. (see
Appendix for the details).

All numerical experiments start from the 15th of January 2007. The
model is initialized as follows. The initial condition for Temperature
and Salinity (T/S hereafter) is obtained by using January climatological
data from the Black Sea Atlas. Climatological data from the Black
Sea Atlas are estimated by using observations collected in the period
1960–1995 (Suvorov et al., 2003). Then, the matching initial velocities
are obtained with the ‘semi-diagnostic adjustment’ method (Ezer and
Mellor, 1994; Enriquez et al., 2005), i.e. running the model for one
year without any external forcing and not allowing the evolution in
time of the T/S initial fields. Fig. 4a shows the evolution in time of
the basin averaged Kinetic Energy (KE) of the four models during the
semi-diagnostic adjustment runs. After 150−180 days, all models show a
stationary basin averaged KE, indicating that 5−6 months is the period
needed for the models to reach a state of a physical equilibrium.

After the models have been initialized, numerical experiments are
run in a fully prognostic ‘free’ mode, without any DA or relaxation to
the climatology. Fig. 4b presents the timeseries of the monthly basin
averaged wind stress curl and the daily basin averaged KE of the upper
200 m of the water column of GEO-𝑧𝑝𝑠 and CUR-ME𝑠 models (the ones
of CUR-𝑧𝑝𝑠 and GEO-ME𝑠 are very similar and are not shown here for
clarity). In agreement with the semi-diagnostic adjustment runs, after 5
months of simulation the barotropic wind-generated ocean dynamics of
the four models is fully adjusted to the atmospheric forcing. Therefore,
the first 5 months of the simulations are considered as a spin up period
and numerical results are analysed starting from 01 June 2007.

2.2. Experimental design

Two different types of numerical experiments are carried out. In
the first experiment (hereafter EXP-1), the modelling skills of the four
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Fig. 4. (a) Daily timeseries of the basin averaged KE [J m−3] of GEO-𝑧𝑝𝑠 (black), GEO-ME𝑠 (red), CUR-𝑧𝑝𝑠 (blue) and CUR-ME𝑠 (green) models for the semi-diagnostic adjustment
runs. (b) Timeseries of the monthly basin averaged SKIRON wind stress curl (∇⃗ × 𝜏)𝑧 [N m−3] (red line) and the daily basin averaged KE of the upper 200 m of the water column
of GEO-𝑧𝑝𝑠 (black continuous line) and CUR-ME𝑠 (black dashed line) models. The timeseries of the basin averaged KE of CUR-𝑧𝑝𝑠 and GEO-ME𝑠 models are not shown for clarity,
being very similar to the ones of GEO-𝑧𝑝𝑠 and CUR-ME𝑠, respectively.

models implemented in this study are compared in (i) an initial test to
assess the generation of spurious currents and (ii) a realistic simulation
of the Black Sea hydrodynamics. The 90 day long initial test starts
from a horizontally uniform T/S distribution and zero velocity, with no
river discharges, no exchanges via the Bosphorus and no meteorological
forcing. In such conditions the current velocities should remain zero,
and any emerging currents should be attributed to the model errors.
The realistic simulations are carried out from the 15th of January 2007
to the 31th of December 2008 and numerical results are validated
against a number of observational datasets detailed in the next section.
All simulations are carried out in a ‘free-run’ mode, without DA or
relaxation to climatology. The aim of this series of simulations with a
progressive increase of realism is to investigate the effect of a particular
combination of horizontal and vertical discretization schemes on the
accuracy of the simulation and to identify the model with the highest
accuracy.

In the second experiment (hereafter EXP-2), we simulate the Black
Sea circulation from the 15th of January 2007 to the 31st of December
2009 with the CUR-ME𝑠 model, which resulted to be the model with
the best accuracy in EXP-1 (see Section 3.1). Then, we validate the
numerical results of our CUR-ME𝑠 model and data from the CMEMS
reanalysis against a number of observational datasets and we compare
the skills of the two models. The CMEMS reanalysis can be considered
as the state-of-the-art operational system for the Black Sea. Since the
CMEMS reanalysis uses DA, we concentrate our analysis on comparison
with independent data sets not used in the DA. The aim of this exper-
iment is to determine whether an optimal discretization scheme and
hence a better representation of physical processes in a non-assimilating
model can achieve similar or better skill than those shown by a good
assimilation model which uses existing standard techniques.

After comparing the accuracy of the two modelling systems against
available observations, the new CUR-ME𝑠 model and the CMEMS re-
analysis are used to investigate the 2007–2009 Black Sea variability
of the Mean Kinetic Energy (MKE) of geostrophic currents and CIL
properties.

2.3. External datasets used for validation or comparison

Six independent datasets are used to validate the numerical results.
They include five datasets of T/S measured profiles and one dataset
of gridded Sea Surface Temperature (SST). In this paper, the five
hydrographic datasets are named as Perseus, Poseidon, CMEMS-Black
Sea, Argo and RAS while the SST dataset is named OSTIA.

The Perseus dataset includes T/S observational profiles collected in
the period 2007–2009 in the course of Perseus project (Crise et al.,
2015). Profiles were sampled by using CTD and Niskin bottles. In total,
the dataset contains 370 T/S profiles (they are represented with red
circles in Fig. 1a): 40 CTD and 17 Niskin bottles profiles in 2007, 162
CTD and 101 Niskin bottles profiles in 2008 and 50 T/S profiles from
Niskin bottles in 2009. The dataset covers the north-western shelf, the
deep basin, the Bosphorus area and north-eastern part of the Black sea.

The Poseidon dataset includes 124 CTD T/S profiles. They were
measured during the POS 363 RV ‘Poseidon’ oceanographic cruise
(Friedrich et al., 2008) carried out from March 7 to 25 2008 at the
Black Sea north-western shelf, in Romanian waters (see white circles
in Fig. 1a).

The CMEMS-Black Sea dataset includes T/S profiles collected during
the period 1990–2015 by the national observing systems operated by
the Black Sea GOOS members, by scientific cruises from SeaDataNet
NODCs and by main global networks (Marinova and Valcheva, 2017).
In this paper we use a total of 62 CTD profiles measured in the
south-western shelf of the Black Sea (see purple circles in Fig. 1a).
Observations cover the whole of the 2007–2009 period, and they
include 13 measurements in 2007, 45 in 2008 and 4 in 2009.

The Argo dataset (Argo, 2018) contains a total of 295 T/S profiles
measured by the argo floats deployed in the Black Sea for the period
2007–2009. The dataset covers the deep basin of the Black Sea (see
green circles in Fig. 1a) and includes 138 profiles in 2007, 100 in 2008
and 57 in 2009.

The Russian Academy of Science (RAS) dataset is obtained from a
number of Russian national research projects operating in the Black Sea
and collecting T/S profiles with the CTD over the period 2007–2014.
In this study we use a the total number of 294 observations (see yellow
circles in Fig. 1a), 205 in 2007, 56 in 2008 and 33 in 2009.

The Operational Sea surface Temperature and sea Ice Analysis (OSTIA)
dataset (Donlon et al., 2012) is used to validate the SST of CUR-ME𝑠
and CMEMS. It is a freely available high resolution analysis of the
global ocean SST produced at the UK Met Office by combining satellite
and in-situ SST observations. The accuracy (RMSE) of the OSTIA SST
product is 0.57 ◦C with zero BIAS (Donlon et al., 2012). In this paper
we use daily maps.

In EXP-2 we compare the accuracy of our CUR-ME𝑠 ‘free-running’
model with the one of the Copernicus Marine Environment Monitoring
Service (CMEMS) Black Sea Physical Reanalysis dataset.

The CMEMS reanalysis covers the period 1995–2015 and are pro-
duced by the Centro Euro-Mediterraneo per i Cambiamenti Climatici
(CMCC) institute (Lemieux-Dudon et al., 2018). The numerical ocean
model used by the CMEMS Reanalysis system is based on NEMO version
3.4 hydrodynamic code (Madec, 2008) and it implements a regular
geographical horizontal grid with zonal and meridional resolutions of
≈ 3 km while it uses 31 𝑧-levels with partial steps in the vertical di-
rection (Ciliberti et al., 2016). Bathymetry is based on GEBCO dataset.
Three-hourly atmospheric fields from the ECMWF ERA-Interim atmo-
spheric reanalysis and precipitation fields from GPCP rainfall monthly
dataset are used to force the model. River discharges are estimated
by using monthly mean dataset provided by SESAME project while
Bosphorus barotropic transport is computed to balance the freshwater
fluxes on a monthly basis. The CMEMS reanalysis system assimilates
in-situ hydrographic profiles (mostly Argo floats), along-track sea level
anomalies (SLA) from all available missions and CMEMS gridded sea
surface temperature (SST) observations. A Large Scale Bias Correction
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Table 2
Comparison of the main characteristics distinguishing the CUR-ME𝑠 model and the CMEMS reanalysis.

Model Horizontal
grid type

Vertical grid
type

Mesh points Atmospheric
forcing

Rivers runoff Bathym. Data assimil. Type of
simul.

Nemo code
version

CUR-MEs Shelf-break
following
(CUR)

Multi-Env
𝑠-coord.
(ME𝑠)

405 × 225 × 51 Skiron Forec. GRDC dataset EMODnet NO Free-run
hindcast

3.6

CMEMS Regular
Geograph.
(GEO)

𝑧-coord. +
part. steps

395 × 215 × 31 ERA-Int.
Reanal. +
GPCP

Sesame
dataset

GEBCO SLA, SST,
T/S profiles,
LSBC scheme

Reanal. 3.4

(LSBC) scheme is also applied, restoring T/S fields to their climatolog-
ical values. Features of the CUR-ME𝑠 model and the CMEMS reanalysis
are compared in Table 2.

2.4. Metrics used to assess models’ accuracy

The accuracy of the four models implemented in this paper and
the CMEMS reanalysis is quantified with respect to six independent
external observational datasets (see Section 2.3).

Gridded T/S daily numerical outputs for the same days of the
observations are bilinearly interpolated on the geographical location of
each T/S observation. Then, in the case of hydrographic datasets, both
observed and modelled profiles are linearly interpolated on 75 reference
depths ℎ𝑟, with vertical step 𝛥ℎ𝑟 varying from 2.5 m in the first 100 m
of the water column to 50 m for 250 < ℎ𝑟 ≤ 1000 m.

Modelling skill of the four models and the CMEMS reanalysis is as-
sessed by computing the total (i.e. depth averaged) BIAS and root mean
square error (RMSE) between simulated (𝛹𝑚) and observed quantities
(𝛹 𝑜), defined as

𝐵𝐼𝐴𝑆 = 𝑁−1
𝑁
∑

𝑖
𝑁−1

𝑑

𝑁𝑑
∑

𝑘
(𝛹𝑚

𝑖,𝑘 − 𝛹 𝑜
𝑖,𝑘)

𝑅𝑀𝑆𝐸 = 𝑁−1
𝑁
∑

𝑖

[

𝑁−1
𝑑

𝑁𝑑
∑

𝑘
(𝛹𝑚

𝑖,𝑘 − 𝛹 𝑜
𝑖,𝑘)

2
]1∕2

where 𝛹 stands for either temperature or salinity, 𝑁 is the number of
available observational profiles and 𝑁𝑑 ≤ 75 is the total number of
depths of each profile.

Recently, Lishaev et al. (2018) and Mizyuk et al. (2018) compared
the accuracy of a number of reanalysis and forecasting systems of the
Black Sea by computing BIAS and the RMSE for specific layers of the
water column. They defined four depth layers in the upper 300 m of
the Black Sea: a surface layer from 0 to 5 m, two sub-surface layers
from 5 to 30 m and from 30 to 100 m, respectively, and one deeper
layer with depths ranging from 100 to 300 m.

In order to better understand the effect of using a particular com-
bination of horizontal and vertical grid with respect to the others, in
EXP-1 we follow the same approach and we also calculate the BIAS
and the RMSE for the same four depth layers. Metrics for layers are
defined as before, but in this case 𝑁𝑑 is the number of reference depths
included in a particular depth layer.

3. Results and discussion

3.1. The effect of different discretization schemes on the accuracy of the
simulations

The preliminary test of EXP-1 (see Section 2.2) revealed the devel-
opment of spurious currents in all four models, although with small
values. After 90 days, the maximum error is 0.001 m s−1 for both GEO-
𝑧𝑝𝑠 and CUR-𝑧𝑝𝑠 models, while it is 0.008 m s−1 and 0.004 m s−1 for
GEO-ME𝑠 and CUR-ME𝑠 models, respectively.

In agreement with Bruciaferri et al. (2018), these results prove the
ability of the ME𝑠 vertical discretization scheme to reduce errors in
the computation of horizontal pressure gradients to a level comparable
with the one of standard 𝑧-levels with partial steps grids. We noted that

a combination of ME𝑠 with the curvilinear horizontal grid (CUR-ME𝑠)
gives a further reduction of spurious currents as compared to GEO-
ME𝑠 (0.004 m s−1 of CUR-ME𝑠 against 0.008 m s−1 of GEO-ME𝑠). We
attribute this improvement to the fact that the curvilinear grid aligned
with the shelf-break reduces the slope parameter in the proximity of
the shelf-break.

The numerical results of the 2007–2008 Black Sea circulation sim-
ulations carried out with the four models are validated against five
datasets of T/S measured profiles collected during 2007–2008 in the
Black Sea (see Section 2.3). The performance of the four models mostly
differ in the period July–November 2008, with CUR-MEs showing
consistently better results, see Fig. 5. This can be attributed to the
fact that in summer (June–August) and autumn (September–November)
the nearly-geostrophic Rim Current weakens, meso-scale activity in the
Black Sea increases (Zatsepin et al., 2003; Ivanov and Belokopytov,
2012; Stanev et al., 2014) and the CUR-ME𝑠 model better resolves
meso- and sub-mesoscale dynamics near the shelf break. For example,
July–December 2008 averaged temperature BIAS and RMSE of GEO-
𝑧𝑝𝑠 model are −0.28 ◦C and 1.35 ◦C, respectively, being reduced to
−0.20 ◦C and 1.17 ◦C in the case of the CUR-ME𝑠 model. In the
case of salinity, the GEO-ME𝑠 model presents the lowest BIAS (0.07),
while the CUR-ME𝑠 model has the lowest RMSE (0.34). However,
improvements are less notable than the ones for temperature. The Black
Sea salinity strongly depends on the large river discharges in the north-
western shelf and the in-flow of salty Mediterranean water from the
Bosphorus (e.g. Ivanov and Belokopytov (2012)). Hence, two-year long
simulations might not be long enough to permit the development of
significant differences in salinity between the models.

In order to better understand the effect of using a particular com-
bination of horizontal and vertical grid with respect to the others,
we continue the analysis by computing the BIAS and RMSE of the
four models for the four depth layers defined by Lishaev et al. (2018)
and Mizyuk et al. (2018). For each depth layer, we consider four
metrics, BIAS and RMSE for temperature and salinity.

Numerical results show that the accuracy of the four models is
notably different in the two sub-surface layers with depths between
5–30 m and 30–100 m, respectively (see Table 3). These layers rep-
resent the active portion of the Black Sea, where the CIL is formed
and advected over the entire basin (Ivanov and Belokopytov, 2012) and
where models’ meshes differ the most.

The CUR-ME𝑠 model has the best accuracy in both layers. It has
smaller errors for both salinity and temperature in layer 5–30 m,
especially with respect to GEO-𝑧𝑝𝑠 and CUR-𝑧𝑝𝑠 models, which present
the worst modelling skill. In layer 30–100 m, the CUR-ME𝑠 model
presents improved accuracy for temperature in comparison to all the
other models, while for salinity differences are small (≤ 0.02) and all
the models seem to be equivalent.

The GEO-ME𝑠 model presents the second best accuracy in both lay-
ers, although with important differences with respect to the CUR-ME𝑠
model, especially for the temperature. Fig. 5 and Table 3 clearly show
that GEO-𝑧𝑝𝑠 and CUR-𝑧𝑝𝑠 models have similar modelling skills, with
the latter slightly worse in simulating temperature. These results seem
to indicate that the usage of a CUR-type grid significantly improves
the quality of the simulation only if combined with the ME𝑠 vertical
scheme, confirming the fundamental role of the vertical grid in ocean
modelling.
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Fig. 5. 2008 summer–autumn timeseries of monthly averaged BIAS and RMSE of temperature (a and b) and salinity (c and d) profiles simulated with the GEO-𝑧𝑝𝑠 (black),
GEO-ME𝑠 (red), CUR-𝑧𝑝𝑠 (blue) and CUR-ME𝑠 (green) models with respect to observed T/S profiles. 2008 summer–autumn averaged metrics are also given.

Table 3
2008 summer–autumn averaged temperature and salinity BIAS and RMSE of T/S profiles simulated by the four models with
respect to measured T/S profiles in water column layers with depth between 5–30 m and 30–100 m.

Model Layer 5–30 m Layer 30–100 m

Salin.
bias

Salin.
rmse

Temper.
bias

Temper.
rmse

Salin.
bias

Salin.
rmse

Temper.
bias

Temper.
rmse

GEO-zps 0.29 0.42 −0.99 2.38 0.13 0.39 −0.28 0.91
GEO-MEs 0.26 0.37 −0.88 2.13 0.12 0.41 −0.28 0.90
CUR-zps 0.26 0.39 −1.12 2.45 0.12 0.40 −0.33 0.91
CUR-MEs 0.25 0.35 −0.61 1.95 0.12 0.40 −0.22 0.86

In September 2008 the modelling skills of the four models differ the
most (see Fig. 5), with the CUR-ME𝑠 model showing the highest accu-
racy in simulating temperature. The basin averaged vertical profiles of
the September 2008 mean BIAS (Fig. 6b) and RMSE (Fig. 6c) of the
four models with respect to observations show that within the active
layer 2.5−60 m ME𝑠 models present an improved accuracy (mean BIAS
≈ −0.2 ◦C, mean RMSE ≈ 0.5 ◦C) with respect to 𝑧𝑝𝑠 models (mean
BIAS ≈ −0.3 ◦C, mean RMSE of ≈ 0.6 ◦C).

The details of the differences which lead to a better overall perfor-
mance (lower RMSE and BIAS) of the CUR-ME𝑠 model are shown in
Fig. 7a, b and c, where three examples of CTD-measured temperature
profiles in September 2008 are compared with the temperature profiles
simulated by the four models for the same days. Both Figs. 6 and 7 seem
to indicate that the nearly isopycnal curvature of ME𝑠 computational
levels and their increased resolution in the active layer of the sea are
able to reduce the contamination of slow diapycnal mixing by fast
isopycnic processes, improving the capability of the model to simulate
the CIL dynamics. The differences in the RMSE of the two MEs based
models (i.e. CUR-MEs and GEO-MEs) can be attributed to their different
horizontal resolution — the CUR grid has a coarser resolution in the
deep sea.

The difference in representing the horizontal structure of temper-
ature distribution is shown in Fig. 8, where monthly averaged maps
and transects produced by the four models in September 2008 are

presented. The CIL represented in both GEO-ME𝑠 and CUR-ME𝑠 models
(which have the best accuracy) is generally colder and has larger spatial
extension than the one represented by the 𝑧𝑝𝑠 models (Fig. 8, left
column). The CUR-ME𝑠 model simulates almost a homogeneous CIL
with 𝑇 ≤ 7.6 ◦C extending from the shelf to the off-shore areas (Fig. 8,
right column). The GEO-ME𝑠 model gives a similar result, although its
coarser horizontal resolution on the shelf seems to increase lateral
diffusion, forming CIL with 𝑇 ≈ 7.9 ◦C in this areas. In the GEO-
𝑧𝑝𝑠 model the CIL disappears over the continental slope. The CUR-𝑧𝑝𝑠
model simulates the CIL on the slope but is warmer than any of the
ME𝑠 models.

The inspection of the meridional cross-sections (Fig. 8, middle col-
umn) reveals that all four models are simulating cold dense water
cascading in a proximity of the shelf-break. Since the ME𝑠 vertical
grid has terrain-following levels at depths shallower than ≈ 120 m, the
models using this vertical discretization scheme have higher vertical
resolution in the bottom boundary layer where the cascading takes
place. To the contrary, the step-like representation of the bottom to-
pography of 𝑧𝑝𝑠 models seems to stop the cascading on the shelf, in
agreement with previous studies (e.g. Ezer (2005), Shapiro et al. (2013)
and Bruciaferri et al. (2018)). The CUR-𝑧𝑝𝑠 model generates a deeper
and less diffused cascade than the one of the GEO-𝑧𝑝𝑠 model, probably
due to the increased horizontal resolution of the CUR-𝑧𝑝𝑠 model at the
shelf-break.
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Fig. 6. (a) Basin averaged monthly mean T profile computed by averaging all the available measured profiles of September 2008 with maximum depth ≥ 50 m. (b) Basin averaged
vertical profiles of September 2008 mean BIAS of temperature profiles simulated by the four models with respect to observed T profiles. (c) The same of (b) but for the RMSE.

Fig. 7. Comparison between T profiles measured by a CTD profiler (in dashed black) on 2008-09-06 (a), 2008-09-07 (b) and 2008-09-24 (c) and T profiles simulated by GEO-𝑧𝑝𝑠
(black), GEO-ME𝑠 (red), CUR-𝑧𝑝𝑠 (blue) and CUR-ME𝑠 (green) models for the same days. The depth-averaged RMSE of the four models with respect to measurements are also
given.

The impact of GEO and CUR horizontal grids on the accuracy of
the simulation is investigated by comparing satellite detected mesoscale
and sub-mesoscale structures in a proximity of the Black Sea north-
western shelf and shelf-break during September 2008 with the ones
simulated by the four models for the same days (Fig. 9). In general,
all models reproduce eddy structures in good agreement with the ones
observed by the AVHRR images. However, the increased resolution of
the CUR grid in the north-western shelf seems to improve the accuracy
of the modelled vortices and mushroom-like features with respect to the
regular GEO grid, with spatial and temperature details more similar to
the ones observed by the satellite images.

We note that ME𝑠 based models seem to simulate mesoscale ed-
dies more similar to the ones detected by the satellites. This can be
explained considering that on the continental slope the topographic
beta effect is the main process affecting the speed of coastal eddies
relative to the advection by the mean flow associated with the Rim
Current (Stanev and Beckers, 1999a; Staneva et al., 2001). Therefore,
𝑧-level stepped-topography grid models might reproduce less accurate

mesoscale structures due to their difficulties in representing the con-
tinental slope and its interaction with the flow, which might result in
errors in the simulation of topographic waves, vorticity dynamics and
large-scale circulation (e.g. Dukhovskoy et al. (2006), Ezer (2016)).

Results show that the CUR horizontal grid seems to be an additive
improvement only when combined with the ME𝑠 vertical grid. This
indicates that the increase of the horizontal resolution in areas where
eddy dynamics occurs might improve the accuracy of the simulation
only if the model is able to correctly reproduce the underpinning
generating mechanisms, i.e. the effect of topography on the flow.

3.2. Comparing the accuracy of the CUR-MEs model and the CMEMS
reanalysis

In Section 3.1 the CUR-ME𝑠 model is proven to be the most accurate
model between the four models developed for this study. In EXP-2,
we use our CUR-ME𝑠 model to simulate the 2007–2009 Black Sea
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Fig. 8. September 2008 monthly averaged maps at 55 m (left column) and meridional (31.7◦E, middle column) and zonal (42.9◦N, right column) cross-sections of the Black Sea
temperature. In the maps, the red lines show the locations of the cross-sections. In the cross-sections, the thick black lines identify isotherms with 𝑇 = 8 ◦C while the red lines
show the upper envelope 𝐻1

𝑒 of ME𝑠 models.

circulation and we validate its numerical results against six datasets
of measurements. At the same time, we validate data from the CMEMS
Black Sea reanalysis against the same set of independent observations
and then we compare the accuracy of the two models. The CMEMS
model highly assimilates observations and currently represents the best
official EU estimate of the 1995–2015 Black Sea state.

We start the analysis by comparing CUR-ME𝑠 and CMEMS SST
daily model outputs with OSTIA SST daily maps (SST from model
outputs is retrieved by considering the temperature of the first model
level). Fig. 10a shows timeseries of the area averaged SST of OSTIA
dataset and simulated by the two models, while Fig. 10b and c present
timeseries of BIAS and RMSE, respectively, of CUR-ME𝑠 and CMEMS
model outputs with respect to OSTIA observations.

Numerical results demonstrate that the free-running CUR-ME𝑠
model and the SST-assimilative CMEMS reanalysis reproduce a seasonal
and interannual variability in good agreement with the one of OSTIA
observations. Mean metrics show that the CUR-ME𝑠 model has a mean
SST BIAS ≈ 0.3 ◦C warmer than the one of the CMEMS reanalysis, while
the difference between the mean CUR-ME𝑠 and CMEMS SST RMSE is
≈ 0.6 ◦C.

The metrics of CUR-ME𝑠 and CMEMS SST simulations are quite
similar in late autumn–winter (November–March period, see Fig. 10b
and c), with an average absolute difference between the two models
of ≈ 0.1 ◦C for the BIAS and ≈ 0.25 ◦C for the RMSE. In summer,
the accuracy of CUR-ME𝑠 model decreases and mean BIAS and RMSE
differences between our free-running model and the CMEMS reanalysis
are of ≈ 0.5 ◦C and ≈ 1.0 ◦C, respectively. Summer SST overestimation
is a known problem of ocean models (see e.g., Ezer (2000) and Hordoir
et al. (2018)). It can be attributed to inaccuracies in the atmospheric
forcings and/or in the poor representation of the upper ocean mixed
layer physics and the SST DA is usually used to improve such model
deficiencies (see e.g, O’Dea et al. (2012)).

We continue the comparison of the CUR-ME𝑠 model and the CMEMS
reanalysis by validating their numerical results against five indepen-
dent datasets of observed T/S profiles (see Section 2.3). Fig. 11 presents
timeseries of BIAS and RMSE of salinity (Fig. 11a, b) and temperature
(Fig. 11c, d) profiles simulated with the CUR-ME𝑠 and CMEMS models
with respect to in-situ hydrographic profiles.

The CMEMS reanalysis assimilates satellite SST and SLA, T/S pro-
files and restores T/S fields to their climatological values. CUR-ME𝑠
model is run in a free mode, without any DA or relaxation to clima-
tology. Nevertheless, the accuracy of the free-running CUR-ME𝑠 model
is very similar to the assimilative CMEMS reanalysis.

Mean metrics shows that the difference between mean salinity BIAS
of CUR-ME𝑠 and CMEMS is 0.07 , while the difference of their mean
salinity RMSE is 0.02 . Regarding temperature, the CUR-ME𝑠 model has
a mean BIAS of 0.17 ◦C colder than the one of CMEMS, while the RMSE
of our free-running model is 0.14 ◦C higher than the one of the CMEMS
reanalysis.

A more in depth analysis of monthly timeseries of BIAS and RMSE
confirms that the performance of CUR-ME𝑠 and CMEMS models in
simulating salinity field evolution is practically the same. In the case
of temperature, they present small differences, mainly concentrated in
the summer–autumn period of 2007. The inspection of the actual T
profiles simulated with the two models (not shown) reveals that CUR-
ME𝑠 inaccuracies in the last part of 2007 mostly originate in shelf areas,
where it is likely that the local stratification still needs to completely
recover from the climatological initial condition and where SST errors
might significantly affect the thermal properties of the underlying water
column.

Fig. 12 presents the basin averaged vertical profiles of the yearly
mean salinity and temperature BIAS and RMSE of the CUR-ME𝑠 model
and the CMEMS reanalysis with respect to the observed T/S profiles for
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Fig. 9. SST maps detected by AVHRR NOAA and MetOp satellites in a proximity of the Black Sea north-western shelf and shelf-break (first row) and daily SST fields simulated
by GEO-𝑧𝑝𝑠 (second row), GEO-ME𝑠 (third row), CUR-𝑧𝑝𝑠 (fourth row) and CUR-ME𝑠 (fifth row) models on 2008-08-28 (first column), 2008-09-05 (second column), 2008-09-08 (third
column) and 2008-09-30 (fourth column). Arrows and circles identify the mesoscale and sub-mesoscale eddy structures considered for the comparison. SST images are provided by
the Remote Sensing Department of the Marine Hydrophysical Institute of RAS (http://dvs.net.ru/mp/data/main.shtml).

2007 (upper row), 2008 (middle row) and 2009 (lower row). The CUR-
ME𝑠 model has greater accuracy (both BIAS and RMSE) in the active
CIL layer of the sea (at depths between ≈ 35–100 m) in comparison to
the CMEMS reanalysis for both salinity and temperature. On the other
hand, the SST assimilating CMEMS reanalysis shows a better accuracy
in simulating sea surface temperature (at depths between ≈ 0 − 30 m)
while for the sea surface salinity both models seem to be equivalent.
Fig. 12 indicates that the warm BIAS of CUR-ME𝑠 SST (see Fig. 10) and

the cold BIAS of both CMEMS and CUR-ME𝑠 T profiles (see Fig. 11)
during summer are probably due to the poor representation of the
vertical mixing of the upper layer (0–40 m) of the water column.

3.3. 2007–2009 variability of the Black Sea MKE and CIL

In this section, we use the numerical outputs from the CUR-ME𝑠
model and the CMEMS reanalysis to study the 2007–2009 seasonal
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Fig. 10. (a) Monthly timeseries of the area averaged SST retrieved from OSTIA observational dataset (magenta) and simulated by the CUR-ME𝑠 model (green) and the CMEMS
reanalysis (black); (b) Timeseries of the monthly mean BIAS of CUR-ME𝑠 (green) and CMEMS (black) model outputs with respect to SST OSTIA observations; (c) Timeseries of the
monthly mean RMSE of CUR-ME𝑠 (green) and CMEMS (black) model outputs with respect to SST OSTIA observations. Mean metrics are also given.

Fig. 11. Monthly timeseries of averaged BIAS and RMSE of salinity (a and b) and temperature (c and d) profiles simulated with the CUR-ME𝑠 model (green) and by the CMEMS
reanalysis (black) with respect to observed T/S profiles. Mean metrics are also given. In May 2009 there are no observations available.

and interannual variability of (i) the Mean Kinetic Energy of currents
and (ii) the CIL heat content. Numerical results are compared with
observations or with the existing literature.

3.3.1. Mean kinetic energy (MKE) of geostrophic currents
The seasonal and interannual variability of the MKE generated by

the geostrophic component of the surface currents averaged over the
entire Black Sea surface for the period 2007–2009 is obtained from
three sources: (i) the CUR-ME𝑠 model, (ii) the CMEMS reanalysis and
(iii) satellite altimetry data presented in Kubryakov and Stanichny
(2015).

The MKE is computed as

𝑀𝐾𝐸 = 1
2
(⟨𝑢2𝑔⟩ + ⟨𝑣2𝑔⟩) (2)

where ⟨∙⟩ is an area averaging operator (Kubryakov and Stanichny,
2015). The zonal and meridional components of the geostrophic cur-
rents are defined by the geostrophic balance

𝑢𝑔 = −
𝑔
𝑓
𝜕𝜂
𝜕𝑦

(3)

𝑣𝑔 =
𝑔
𝑓

𝜕𝜂
𝜕𝑥

(4)
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Fig. 12. Basin averaged vertical profiles of yearly mean BIAS and RMSE of salinity and temperature profiles simulated with the CUR-ME𝑠 model (green) and by the CMEMS
reanalysis (black) with respect to observed T/S profiles for 2007 (upper row), 2008 (middle row) and 2009 (lower row).

where 𝑔 is the gravitational acceleration, 𝑓 is the Coriolis parameter,
𝜂 is the Sea Surface Height (SSH) and 𝑥 and 𝑦 are the zonal and
meridional directions, respectively. In the case of geostrophic currents
computed from satellite measurements, the SSH is given by 𝜂 = 𝑀𝐷𝑇 +
𝑆𝐿𝐴, where 𝑀𝐷𝑇 is the 1999–2007 mean dynamic topography calcu-
lated by Kubryakov and Stanichny (2011) and 𝑆𝐿𝐴 is the Sea Level
Anomalies field from satellite altimetry (Kubryakov and Stanichny,
2015).

Fig. 13 presents monthly timeseries of the MKE simulated with
the CUR-ME𝑠 and the CMEMS reanalysis models together with the
MKE of Kubryakov and Stanichny (2015). The CUR-ME𝑠 MKE monthly

timeseries starts in June 2007 because of the five months spin-up. The
variability of the MKE simulated with the CUR-ME𝑠 model and by the
SLA-assimilative CMEMS reanalysis are both in very good agreement
with those obtained from satellite observations: the RMSE and corre-
lation coefficient R of our CUR-ME𝑠 model are 0.004 m2∕s2 (≈ 20% of
the average MKE) and 0.86, respectively, while statistics of the CMEMS
reanalysis are RMSE= 0.002 m2∕s2 (≈ 10% of the average MKE) and
R= 0.92.

Both models capture the seasonal MKE cycle, with winter peaks and
summer weakening of the large-scale dynamics. Moreover, they also de-
scribe a very similar interannual variability, with a more active winter
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Fig. 13. Monthly timeseries of the MKE simulated with the CUR-ME𝑠 (green) and CMEMS (black) reanalysis models together with the MKE computed from satellite altimetry
observations of Kubryakov and Stanichny (2015) (magenta).

Fig. 14. January 2008 monthly mean Black Sea surface circulation from (a) the CMEMS reanalysis and (b) the CUR-ME𝑠 model. December 2009 monthly mean Black Sea surface
circulation from (c) the CMEMS reanalysis and (d) the CUR-ME𝑠 model.

in 2008 than 2009. The curl of the wind stress is the main forcing of the
Rim Current (e.g. Korotaev et al. (2003)). The 2007–2009 timeseries
of the basin-averaged wind stress curl over the Black Sea from SKIRON
forecast dataset (red line in Fig. 3f) shows a good correlation with the
MKE cycle (R= 0.63), proving that the atmospheric forcing adequately
represents the 2007–2009 Black Sea wind conditions.

As an example of the winter circulation obtained with the two
models, Fig. 14a and b present the January 2008 averaged Black
Sea surface circulation simulated with the CMEMS reanalysis and the
CUR-ME𝑠 model, respectively. Both models represent a very similar
coherent and well defined Rim Current, flowing along the shelf-break
with velocities ranging between 0.2 and 0.4 m/s. They are in good
agreement with results presented in other studies, e.g. the January
2008 mean circulation in the upper 30 m of the sea reproduced by
the 2000–2012 Black Sea physical reanalysis of the Russian Marine
Hydrophysical Institute (MHI) presents a Rim current with velocity
between 0.2 and 0.5 m/s (Figure 6a of Sukhikh and Dorofeyev (2016)).

Fig. 14c and d give an example of the autumn Black Sea hydro-
dynamic reproduced by the two models. They show the December
2009 averaged surface circulation simulated by the CMEMS reanalysis

(Fig. 14c) and with the CUR-ME𝑠 model (Fig. 14d). Both models
represent a Rim Current recovering from the summer weakening. The
circulation simulated by the two models on the north-western shelf and
in front of the Crimean peninsula is similar, with current velocities
ranging between 0.15 and 0.25 m/s. Those are the areas where the
CUR-ME𝑠 model has increased horizontal resolution, demonstrating
that the usage of the CUR grid allows to achieve an accuracy compa-
rable to the one of the CMEMS reanalysis. In the south-eastern part
of the basin, the horizontal resolution of the CUR-ME𝑠 model is not
as high and this seems to affect the accuracy of the model, resulting
in slower currents in the Batumi area and along Caucasian coasts.
This lower resolution in the south-eastern part of the domain and the
possible presence of inaccuracies in the meteorological forcing might
explain the CUR-ME𝑠 underestimation of the Black Sea MKE in autumn
in comparison to the one from satellite or CMEMS (Fig. 13).

In Fig. 15, the surface geostrophic circulation for the 16th of April
2008 computed from altimetry data by Kubryakov et al. (2016) (15a)
is compared with the daily averaged Black Sea surface circulation
simulated with the CMEMS reanalysis (15b) and the CUR-ME𝑠 model
(15c) for the same day. The circulation simulated by the CUR-ME𝑠
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Fig. 15. The Black Sea surface circulation for the 16th of April 2008. (a) Daily mean Black Sea surface circulation from the CMEMS reanalysis. (b) Surface geostrophic currents
reconstructed from altimetry data, redrawn after Kubryakov et al. (2016). (c) Daily mean Black Sea surface circulation simulated with the CUR-ME𝑠 model.

Fig. 16. Daily timeseries of the 2007–2009 basin averaged CCC according to the CUR-ME𝑠 model (green line) and the CMEMS reanalysis (black line). CCC annual mean values
of the CMEMS reanalysis (black circle) and the CUR-ME𝑠 model (green square) together with annual data redrawn from Capet et al. (2014) (magenta pentagon) are also shown.

model is very similar to the one retrieved from satellite observations on
the north-western part of the basin, particularly in a proximity of the
Sevastopol anticyclonic eddy and along Crimean coasts, while currents
are slower in the south-eastern part, especially in the Batumi area. On
the other hand, the circulation given by the CMEMS reanalysis repro-
duces a Batumi eddy very similar to the one of Kubryakov et al. (2016)
calculations, while in a proximity of the Crimean peninsula it describes
weaker currents, particularly for the quasi-permanent anticyclonic eddy
in front of Sevastopol.

3.3.2. Cold intermediate layer
The 2007–2009 seasonal and interannual variability of the Black Sea

CIL is analysed in terms of the temporal evolution of the basin averaged
CIL Cold Content (Stanev et al., 2003).

The CIL Cold Content [J m−2] (hereafter CCC) is computed as

𝐶𝐶𝐶 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∫𝐶𝐼𝐿
𝑐𝜌(𝑇 − 𝑇𝑟)𝑑𝑧 , if 𝑇 ≤ 𝑇𝑟 and 𝜌 > 1014

0 , if 𝑇 > 𝑇𝑟 or 𝜌 ≤ 1014

(5)

where 𝑐(𝑧) is the specific heat capacity [J kg−1 K−1], 𝜌(𝑧) is the sea water
density [kg m−3], 𝑇 (𝑧) is the water temperature [◦C] and 𝑇𝑟 = 8 ◦C is
the reference temperature historically used to identify the CIL (Ivanov
and Belokopytov, 2012). The vertical integration is limited by the 8 ◦C
isotherms and it is performed only in areas where density 𝜌 > 1014
kg m−3 (Stanev et al., 2003).

Fig. 16 presents daily timeseries and annual mean values of the
2007–2009 basin averaged CCC computed using daily model outputs
from the CUR-ME𝑠 model and the CMEMS reanalysis, respectively. The
CUR-ME𝑠 timeseries starts from the 1st of June 2007 because of the
five months spin-up. For model-data intercomparison, the annual mean
CCC values calculated by Capet et al. (2014) are shown as well. They

were computed using Black Sea temperature profiles with depths > 50
m for the period 1955–2011 extracted from the World Ocean Database
and applying the Data Interpolating Variational Analysis (DIVA) and
Eq. (5) (Capet et al., 2014).

A typical seasonal variability is reproduced by both models, with
CIL formation at the beginning of each year and CIL horizontal mix-
ing in summer–autumn. However, CCC annual mean values of the
CMEMS reanalysis systematically underestimate the Black Sea CCC
given by Capet et al. (2014), with an absolute error of ≈ 0.05 J m−2

in 2007, ≈ 0.025 J m−2 in 2008 and ≈ 0.035 J m−2 in 2009. On the
other hand, CUR-ME𝑠 annual averages show a very good agreement
with Capet et al. (2014) estimations in 2008 (error < 0.01 J m−2), while
in 2009 our model also underestimates CCC (error ≈ 0.04 J m−2).

In order to better characterize the CIL seasonal and interannual
variability, in Fig. 17 the temporal evolution of the monthly mean basin
averaged temperature profile for the upper 100 m of the Black Sea
according to CMEMS and CUR-ME𝑠 numerical simulations is shown.
Qualitative model-data intercomparison is performed with results from
Akpinar et al. (2017) and Stanev et al. (2019), where weekly Argo float
T/S profiles are analysed to characterize the meso-scale and monthly-
to-interannual variability of the CIL in the periods 2002–2015 (Akpinar
et al., 2017) and 2005–2019 (Stanev et al., 2019).

In 2007, the volume of the CIL simulated by the CMEMS reanalysis
drastically reduces after July, to such a level that its signal disappears
from summer–autumn basin averaged temperature profiles. On the
other hand, the CUR-ME𝑠 model represents a well defined 2007 CIL
with depths ranging between 30–100 m until November. This seems
to be in good agreement with Akpinar et al. (2017) and Stanev et al.
(2019) data, where the existence of a distinct CIL located at depths
between 40 − 110 m in the west-central interior basin and in the
southeast basin of the Black Sea from March to November–December
2007 is documented.

In 2008, both the CUR-ME𝑠 model and the CMEMS reanalysis repro-
duce a quite important CIL replenishment event in January-March, with
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Fig. 17. Time versus depth plot of monthly mean basin averaged temperature profiles [◦C] of the upper 100 m of the Black Sea according to the CMEMS reanalysis (a) and the
CUR-ME𝑠 (b) numerical simulations. The thick black lines identify the CIL (water with temperature lower than 8 ◦C).

Fig. 18. Comparison between T profiles measured by Argo profilers (in magenta) in summer (18a and b) and autumn (18c and d) and T profiles simulated by CMEMS (black)
and CUR-ME𝑠 (green) models for the same day. The day of the measurement is indicated in the upper-left corner of each sub-panel while the location of the observation is shown
in the inset map. RMSE of CMEMS and CUR-ME𝑠 models with respect to measurements are also given.

strong convection reaching depths of about 60 m. The observational
studies of Akpinar et al. (2017) and Stanev et al. (2019) report a very
similar CIL formation episode in winter 2008, which promoted the
deepening of the mixed layer up to a depth of 80 m. In addition, Akpinar
et al. (2017) and Stanev et al. (2019) data show that a CIL with depths
between 40 − 60 m is maintained in the west-central interior basin and
in the southeast basin of the Black Sea until October–December 2008.
Similarly, the CUR-ME𝑠 model shows a well defined CIL with depth
between 40−60 m until October–November 2008. To the contrary, 2008
basin averaged temperature profiles of the CMEMS reanalysis do not
show any CIL after July.

In 2009, both the CUR-ME𝑠 model and the CMEMS reanalysis
describe a short replenishment event in March, with a weak winter
convective cooling which is not able to maintain the CIL structure
for the rest of the year. While there are no data for 2009 in Akpinar
et al. (2017), data from Stanev et al. (2019) documents a similar
weak replenishment event in March 2009 and a water mass with
temperature ≥ 8 ◦C located at depths between 40 m and 80 m until
November 2009. Similar results were also obtained by Piotukh et al.
(2011), where the authors analysed the 1982–2008 CIL heat content
by using CTD observations carried out in the NE part of the Black
Sea. In addition, Sukhikh and Dorofeyev (2016) results obtained by
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the Russian MHI 2000–2012 Black Sea physical reanalysis also show
a similar CIL dynamic for 2009, with weak CIL formation in March
and no CIL for the rest of the year. The CUR-ME𝑠 model reproduces
a shorter and weaker CIL formation event in comparison to the other
two reanalysis models, probably due to inaccuracies in the heat fluxes
of the atmospheric forcing.

Results presented in Figs. 12, 16 and 17 suggest that the CMEMS
reanalysis might be affected with too high diapycnal mixing in the
active sub-surface layer of the Black Sea, which could explain the
disappearing of the CIL signal after July in 2007 and 2008, followed
by the autumn formation of the water mass with temperatures between
9 − 10 ◦C in the sub-surface layer (40 − 60 m).

In Fig. 18 we present examples of T profiles measured by the
Argo profilers in summer (18a and b) and autumn (18c and d) 2008
compared with T profiles simulated by CMEMS and CUR-ME𝑠 models
for the same day. They clearly confirm the tendency of the CMEMS
Reanalysis to over-mix waters between 30 and 100 m, causing a prema-
ture summer disappearing of the CIL and the formation of a too warm
(≈ 1 − 2 ◦C) sub-surface active layer.

On the other hand, Fig. 18 further demonstrates the good agreement
of CUR-ME𝑠 model results with observational data, indicating that our
multi-scale model, without any DA, is able to correctly reproduce the
formation and spreading of the CIL, with limited undesired diapycnal
mixing between the surface layer and the CIL.

4. Conclusion

In this paper, we have developed four ocean models for the Black
Sea which use the same codebase (NEMO v3.6-stable) and the same
initial conditions and external forcing. The only difference is in the
discretization schemes, both in the vertical and horizontal directions.
One of the models uses the standard 𝑧-partial steps in the vertical and
lat/lon discretization in the horizontal. The other three models use be-
spoke schemes with curved grid cells and are designed to better capture
important physical processes specific to the Black Sea: instability of the
Rim Current, meso- and sub-mesoscale eddies, steep continental slope
outside the shelf break and CIL variability. Similar features are also
present in other regional seas of the World Ocean.

Inter-comparison of the models shows that the CUR-ME𝑠 model,
which uses grid cells optimized for the main physical processes in
all the three directions, has the highest accuracy. In the specific,
results show that the vertical grid of the CUR-ME𝑠 model, which has
computational levels nearly following isopycnal surfaces and increased
resolution in the active layer of the sea (i.e., at depths between 5
and 100 m), is able to reduce spurious numerical diapycnal mixing
improving the representation of the CIL dynamics.

Further comparison of the CUR-ME𝑠 model with the CMEMS reanal-
ysis shows that the CUR-ME𝑠 model in a free-run and without relaxation
to climatology produces similar and sometimes even better simulation
of observed data than the highly assimilative CMEMS reanalysis which
currently is considered as a reference for the state of the Black Sea. The
difference between the mean BIAS and RMSE of the two models with
respect to independent observations is ≈ 0.15 ◦C for temperature and
≈ 0.07 for salinity. Basin averaged annual mean profiles of the same
metrics show that the CMEMS reanalysis, which assimilates SST, has
better accuracy in simulating the temperature of the upper layer, while
the CUR-ME𝑠 model presents higher accuracy (both BIAS and RMSE)
in the active CIL layer of the sea.

The use of CUR-ME𝑠 even without DA reveals the details of the
inter- and intra-annual variability of the Mean Kinetic Energy. It cap-
tures the effect of the warming and weakening of the CIL, which was
indicated in some recent observations and allowed us to study this
process with high granularity. The highly accurate results obtained with
CUR-ME𝑠 might suggest that a future use of this model in operational
forecasting systems would potentially require less intensive DA, being
computationally more efficient.

This study proves the skills of the CUR-ME𝑠 model for 3-years long
simulations. A next step would be to apply this new model for longer
climate-type runs, to assess whether such a vertical grid optimized for
the current oceanic state of the Black Sea may also be appropriate
for future scenarios. One possibility is that, under long-term changes
of the thermohaline state of the sea, ME𝑠 computational levels might
not mimic anymore the stratification of the basin. This could result
in undesired numerical diapycnal mixing, as it is the case for all the
other non-isopycnic vertical coordinate system. While the increased
resolution of ME𝑠 levels near the active layer of the sea might alle-
viate this issue, a further improvement of the ME𝑠 scheme could be
the development of an arbitrary Lagrangian–Eulerian ME𝑠-coordinate
system, where envelopes and model levels will be able to move in time
adapting to the main baroclinic features of the flow (e.g. combining the
ideas of Leclair and Madec (2011) and Hofmeister et al. (2010)).
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Appendix. NEMO governing equations, numerics and parameters

The Black Sea models implemented in this study use the NEMO
version 3.6 code (Madec, 2008). It solves the standard set of prim-
itive equations usually applied to describe the motion of geophysi-
cal fluids: the incompressible, hydrostatic, Boussinesq approximated
Navier–Stokes equations for momentum and volume budgets, the tracer
advection/diffusion equations for heat and salinity conservation and a
diagnostic nonlinear equation of state for the ocean density. In height
coordinate and vector invariant form they can be written as follows:

𝜕𝑡𝐮ℎ = −(∇ℎ × 𝐮ℎ) × 𝐮ℎ −
1
2
∇ℎ|𝐮ℎ|2 −𝑤𝜕𝑧𝐮ℎ − 𝑓 𝐤 × 𝐮ℎ

− 1
𝜌0

∇ℎ𝑝 + 𝐃𝐮 + 𝐅𝐮 (A.1)

𝜕𝑧𝑝 = −𝜌 𝑔 (A.2)

∇ℎ ⋅ 𝐮ℎ + 𝜕𝑧𝑤 = 0 (A.3)

𝜕𝑡𝜃 = −∇ ⋅ (𝜃 𝐮) +𝐷𝜃 + 𝐿𝜃 + 𝐹 𝜃 (A.4)

𝜕𝑡𝑆 = −∇ ⋅ (𝑆 𝐮) +𝐷𝑆 + 𝐹𝑆 (A.5)

𝜌 = 𝜌 (𝜃, 𝑆, 𝑝) (A.6)

where 𝐮 = 𝐮ℎ + 𝑤𝐤 = (𝑢, 𝑣,𝑤) is the ocean flow vector (the subscript
ℎ denotes a 2D vector with components in the meridional and zonal
directions and 𝐤 is the local upward vertical unit vector), 𝑧 is the height
referenced to the geoid, 𝜃 is the potential temperature, 𝑆 the practical
salinity and 𝜌 is the potential density. ∇ℎ = (𝜕𝑥, 𝜕𝑦, 0) represents the 2D
differential operator while 𝑡 is time, 𝜌0 is the reference density, 𝑝 the
pressure, 𝑓 is the Coriolis term and 𝑔 is the gravitational acceleration.
𝐃𝐮, 𝐷𝜃 and 𝐷𝑆 parameterize sub-grid physics for momentum, tempera-
ture and salinity. 𝐅𝐮, 𝐹 𝜃 and 𝐹𝑆 introduce surface forcing terms and 𝐿𝜃

describes the penetration of the radiative heat flux in the water column.
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In this study, we use the EOS-80 (UNESCO, 1983) formulation
for the equation of state 𝜌(𝜃, 𝑆, 𝑝) and we parameterize the effect of
sub-grid scale features on the large scale motions as follows:

𝐃𝐮 = ∇ℎ ⋅
(

𝐴ℎ∇ℎ𝐮ℎ
)

− 𝛥ℎ
(

𝐵ℎ𝛥ℎ𝐮ℎ
)

+ 𝜕𝑧
(

𝐴𝑣𝜕𝑧𝐮ℎ
)

(A.7)

𝐷𝜃 = ∇ℎ ⋅
(

𝐾ℎ∇ℎ𝜃
)

+ 𝜕𝑧
(

𝐾𝑣𝜕𝑧𝜃
)

(A.8)

𝐷𝑆 = ∇ℎ ⋅
(

𝐾ℎ∇ℎ𝑆
)

+ 𝜕𝑧
(

𝐾𝑣𝜕𝑧𝑆
)

(A.9)

Here, 𝐴ℎ and 𝐵ℎ are the lateral Laplacian and bi-Laplacian viscosity
coefficients, respectively, while 𝐾ℎ is the Smagorinsky (1993) lateral
diffusivity coefficient. In this study we use 𝐴ℎ = 1.2 ⋅ 102 [m2 s−1],
𝐵ℎ = −4 ⋅ 107 [m4 s−1] and 1 ≤ 𝐾ℎ ≤ 10 [m2 s−1]. Moreover, the second
order operator for momentum and active tracers lateral diffusion are
aligned with horizontal levels while the viscous fourth-order operator is
discretized along model levels. Smagorinsky parameterization is tuned
following Shapiro et al. (2013).

𝐴𝑣 and 𝐾𝑣 are the vertical viscosity and diffusivity coefficients,
respectively. They are computed using the Generic Length Scale (GLS)
turbulent closure scheme (Umlauf and Burchard, 2003). After tuning
experiments, we use GLS scheme with the following parameters: 𝑘 − 𝜀
turbulent closure together with the Kantha and Clayson (1994) stability
function and the Galperin limit equal to 0.267.

Our Black Sea models have closed lateral boundaries with no-slip
condition and parameterize Bosphorus exchanges as a two-layers river.
At the surface, the following kinematic boundary condition is applied:

𝑤|

|

|𝑧=𝜂
− 𝜕𝑡𝜂 − 𝐮ℎ

|

|

|𝑧=𝜂
⋅ ∇𝜂 = 𝐸 − 𝑃 − 𝑅∕𝐴 +𝑄𝐵 + 𝜀𝑤 (A.10)

where 𝜂 is the deviation of the sea surface from its unperturbed position
and 𝐸 − 𝑃 − 𝑅∕𝐴 + 𝑄𝐵 represents the freshwater budget defined
in terms of water fluxes due to evaporation (𝐸), precipitation (𝑃 ),
river discharge per river mouth’s area (𝑅∕𝐴) and Bosphorus barotropic
transport 𝑄𝐵 = 𝑄𝑢

𝐵 − 𝑄𝑙
𝐵 , where 𝑄𝑢

𝐵 and 𝑄𝑙
𝐵 are the upper and lower

layer Bosphorus fluxes, respectively. In Eq. (A.10) 𝜀𝑤 represents a
correction factor applied to close the freshwater budget. It is computed
every time step as

𝜀𝑤 = 1
𝐴∗ ∫𝐴∗

(𝐸 − 𝑃 − 𝑅∕𝐴 +𝑄𝐵) 𝑑𝐴∗ (A.11)

with 𝐴∗ the model domain area, and added to the atmospheric 𝐸 − 𝑃
flux equally at each node of the mesh.

A non linear free surface formulation is chosen to describe the time
evolving air–sea interface 𝜂, with the following prognostic equation
added to the set of equations solved by the models:

𝜕𝑡𝜂 + ∇ ⋅ ∫

𝜂

−𝐻
𝐮ℎ 𝑑𝑧 = −

(

𝐸 − 𝑃 − 𝑅∕𝐴 +𝑄𝐵 + 𝜀𝑤
)

(A.12)

The surface dynamic boundary conditions for momentum, heat and
freshwater are:

𝐅𝐮 ≡ 𝐴𝑣𝜕𝑧𝐮ℎ
|

|

|𝑧=𝜂
= 𝜌−10 𝜏 (A.13)

𝐹 𝜃 ≡ 𝐾𝑣𝜕𝑧𝜃
|

|

|𝑧=𝜂
= (𝜌0𝐶𝑝)−1(𝑄𝑡𝑜𝑡 −𝑄𝑠𝑟) (A.14)

𝐹𝑆 ≡ 𝐾𝑣𝜕𝑧𝑆
|

|

|𝑧=𝜂
= 𝑆||

|𝑧=𝜂
(𝐸 − 𝑃 − 𝑅∕𝐴 + 𝜀𝑤) + 𝑆𝑙

𝐵𝑄
𝑙
𝐵 (A.15)

where 𝜏 = (𝜏𝑥, 𝜏𝑦) is the wind stress, 𝐶𝑝 = 4000 J kg−1 K−1 is the ocean
specific heat, 𝑄𝑡𝑜𝑡 and 𝑄𝑠𝑟 are the net and solar heat fluxes at the sea
surface, respectively, and 𝑆𝐵 is the salinity of lower layer Bosphorus
flux. The penetration in the water column of the short wave radiation
𝑄𝑠𝑟 (𝐿𝜃 term in Eq. (A.4)) is parameterized as follows:

𝐼(𝑧) = 𝑄𝑠𝑟

[

𝑅 𝑒−𝑧∕𝜉0 +
(1 − 𝑅)

3
(

𝑒−𝑧∕𝑟𝑟 + 𝑒−𝑧∕𝑔𝑔 + 𝑒−𝑧∕𝑏𝑏
)

]

(A.16)

𝐿𝜃 ≡
(

𝜌𝐶𝑝
)−1 𝜕𝑧𝐼 (A.17)

where 𝐼(𝑧) is the downward irradiance, 𝑅 is a constant defining the
fraction of non-penetrating light with 𝜉0 specifying the very near sur-
face depth of extinction and 𝑏𝑏, 𝑔𝑔 and 𝑟𝑟 are chlorophyll dependent

attenuation coefficients for wavebands blue (400 − 500 nm), green
(500−600 nm) and red (600−700 nm). For the dynamic bottom boundary
condition we adopt a log-layer enhanced quadratic bottom friction
parameterization with minimum and maximum bottom drag coefficient
values equal to 2.5 ⋅ 10−3 and 10−1, respectively.

NEMO solves the primitive equations in a horizontal orthogonal
curvilinear coordinate system together with a generalized vertical co-
ordinate 𝑠(𝑥, 𝑦, 𝑧, 𝑡). Discretization of the equations is performed on
an Arakawa C type structured mesh and the transformation from the
continuous coordinate system to the discrete mesh is specified in metric
terms 𝑒1, 𝑒2, 𝑒3 (see Madec (2008) for their definition).

For all models, the time-splitting formulation for the non linear free
surface is applied, with the baroclinic and barotropic time-steps equal
to 200.0 and 6.1 s, respectively. The Asselin time filter parameter is 0.1.
The pressure Jacobian scheme together with a leapfrog time scheme
for calculation of the hydrostatic pressure gradient term are used. The
Total Variance Dissipation (TVD) and Energy and ENstrophy (EEN)
conservative schemes are chosen for tracer and momentum advection,
respectively.

In models using the 𝑧 with partial steps vertical discretization
scheme, the partial steps parameters are tuned as follows: 𝑒𝑚𝑖𝑛3,𝑧𝑝𝑠 = 20.0
m, 𝑒𝑟𝑎𝑡𝑖𝑜3,𝑧𝑝𝑠 = 0.1, 𝑝𝑝𝑘𝑡ℎ = 40.363 and 𝑝𝑝𝑎𝑐𝑟 = 9.0.
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